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FOREWORD

This report Is the first volmse of a two-vailums final report prepared

J ~by the School of Electrical Engi neering, Purdue University, under USAF

Contract No, AF 33(6161 - 690, Project No. 8225, Taok No&. 62181. The

j contract Is administered under the directioo of the Flight Control Labor*-

tory, Wright Air Development Division, W*lght-Patterson Air Force Base,

Dayton, C44o; Iey Lt. P. C. Aeegory, the Initiator of the efudy.

This volume presents the development and analysis of a particular

class of adaptive controls under the assimption of the avai lability of

Identification Information. The second voluine deals with the limits on

the Identification time for linear syctems for a numiber of Identification

technique*.

* For the past year Purdue Univesi~ty has had partial support by the

Air Force In a rather br~ioed study of adaptive control systems. The

study woo Iintiated sam@ two and one half years ago and Is still con-

tlnu ng. During this general research effort a namber of critical ereos

In the theory of adaptive control have been uncovered. In several of

these areas specific research objectives were set and results obtained,

while 1In other areas work remains to be done.

One of these critical areas and tMet covered by this report Is

the unnecessary restrictilon of the adjuixtment procedure to Incremental

or continuous adjustmeent of physical paramieters. This Is the parameter

adjustment, solution to the cotro signal modification problem. Thw

more general procedure, discussed here, lies In control signal synthesis-

In which a new signal Is generated with which to drive the plant so as

to achieve optimu. response.

This teohuiesi report box been reviewed and is approved.,

V. A. aWAM. Jr.
colanel, MA?
011i0f, Flight 0ontral Division
AF Flight Djn~os 1*brstw~kw
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A second -riticel area that has been under Investigation at Purdue
is the Identl ,cation problem. to Volume 2 of this final report Cooper
and Llndanleub report on their study of the speed end accuracy of various
Identification schemes which do not require a priori Informatinn concern-

Ing the plant.

Independent of Air Force support, Schiwne has reported on his analysis

of suit1-dienelonal adaptive systems which measure not the Impulse response
of the plant but only certain Important aspects of that response and
Evelelgh has compared tncrementsl vs. sinusoldel perturbation in multi-
dimenslonal adaptive systems for speed of response and hunting loss. Tou
and his co-workers, Joseph and Lewis, have been actively studying the
digital adaptive problem and achieved very encouroging results,

Work Is continuing now on new, feat Identification schemes andtheoretical *nolysea of Identificetlon with a priorl Information. As

well as in the newer &nd relatively uwexpiored area of systems which #t-
hibit learning. Those require mmory capecitv and extended Iogic In the
sdsptlve loop and the capacity for modifying the control law in accord

with generalized performance criteria0

AD ft 61-28 Vol I
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A new class of control systems tenr.td predictive adeptliv controls

I
"=,- f . chnrecierisvics are Investigated asnlytl-

cally and experimentally.

The concepts of signal prediction, Interval control, and synthesis

of the control vari•ble by a sum of orthonormel polynomials In t are

Introduced end developed In relation to adaptive control. A modifled

least squares Integral Index of perforiance Is formulated and used as

ttm crl.lno4' %7 :'stmo optimization. Control of dynamic processes Is

subdivided Into Intervals of a specified length T and prediction to used

to obtain estimates of future values of system error.

Minimization of the Index of pirfo:-.iejnce leads to a family of control

low which specify the structure of tht co"kioler. The resulting control

configuration Is optimum In a specific mathematical snse end Is readily

realizable with available physical components. The adaptive capability

Is achieved throbgh time-varying gains which ere specific functions of

the unit impulse response of the dyneaic-proceas being controlled.

Predictor design Is presented In ternas of the classical Wilner-Lee

theory, and a relationship for control interval length as a function of

prediction accuracy Is developed.

Preliminary design of the controller Is considered from the vliopoints

of relative weighting of system error and control effort, control Interval

length T, end the number of terms neededl In the ¢Hrthooml polynomial am•

approximation of the control variable, A method of obtaining an engimnr-

lal estimate of the letter quantity Is developed and Illustrated by three

wmples, two of abich ore Investigaled exerimentaily.

AN 2R 61-28 1o 1
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Two 6pvllcotmos, Po prdcl e adoptive contr(o •r'e Iovitignted on I
an e5i4og r•mputer. The two dyaniIc proceosea used are a first-order proc-

euw onosw psratetr v-leAo ý,•-v a range of ten to one and a ubvcond-order

process whose permeter varies in such a asoner that 'he procers Is ua-

stabit at mw extremum atid heavily damp" wt the other. Yhe rrsults of

tI•.,t' basic *xperlmento which evaluate the steady-statt adaptability,

runsiaent response, and statistical signal response of the two systems

are repwted. It Is found that all three aspects of syasts performance

Improve with decreasing control Interval length.,, but that the minimum

valu of the is.v-'je ineartk whicl can be used Is flamted by the accuracy

of the tuEw-vwry•V;j gain end controller circuitry. Improved performance

wdhich can be itkleved by Increassng the relaive weighting of system

error sad control affort, is limited bV saturation considerathons.

Theoretical results that .",int to the seed for" keeping *he control In.-

tervae. ieogth short to preserve stability, prediction s=ccrscy, and lo*

of contra' due to process par•eeter drifM are substantiated by th#p #*perl-

mental results. For the two systems tivestigeted It Is found that sotla-

factory control Is achlved If the Interval length is chosen so that

process paremeter drift Is so more then 45 per control Interval. A.

figure of 5S was estimated originelly.

A oae-term smroxImatlotq of the control variable Is used to control

the first-order process and Is found to give satlsfectory perforuance..

A four-term apwroximation Is found to give o"4uoate control of the second-

order process ,wreas the three-term opproximatlcto does not. These results

beer out the predictlmn made In the theoretical anslyaes.

AID 22 61-28 Vol I
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NCIAPTER I

I ,. INTROOUKCT[ON

,•The need for preclse cootrol of dynamic procesMs* hoe atlopulated

.•!• Interest In the development of theories andl methods for optimizing

' ~control systems. Hazen [1) In 1931 and 14011 [2] In 1943 initiated whet

Is today termed the conventional design of feedback control systums.

Their work wee followed by that of Wiener [3] In 1948 which forms the

foundation of classical analytical design theory of optimum controls.

As originally formuleated, Wiener's methods ore applicable only to linear,

time-inveriant dynamic procc-%es hiich are to be optimized with uwspect

to a least-squaires figure of merit or performance Index. Usually, the

optimization amounts to ampoclfylmg a compensation scheme which maxi-

mites, minimizes, or gives a particular value to the specified Index of

performance. bootoN (4), in 1952, extended Wiener'sa work further by

using ensemble averages Instead of time averages. His results permit

the optimization of linear, time-varying dynaulc processes subjected to

stochastic signals posnesaing either time-lnvariant or time-varyIng

statistics. This Is IN contrast to Newtonts [5] methodas which are re-

stricted to time-l•.erlant dynamlc processes with deterministic and/or

stochastic signals having tIme-invarient statlstlcs.

Mathews and Steel; [6].,• en ton [7,3 in IM, studld the response

characteristics of terminal, or final-volue controls. Their work pro-

sante the analytical design of a class of non-linear tsystems but tI

restrictive because only one point of the response, the terminal point,

is considered.

1.1 AdaptIve Controls

More recently, considerable Interest has centered about a new class

of control systems termed adaptive [a] or self-odaptlve controls (9].

Mawworip reloassol b the aw ors I ]b•xury 1961 tot patliatlof as -

AtD ?161-=8 Vol I



subject coa"i led by Stramor rini

A --Isptlve control system is defined here as a controP system which

fi capable of monitoring Its own performance with respect to a given

index of performence or optimum condition sod modi ying its behaviur by

closad-loop action In such a me~nnr as to optimize the Index of perform.-

one* r approach the optimum condition. The necessity of such syste"a is

apparent in the control of dynam^• proceses whose operating character-

"Istics very over a wide range during normal operation. For example, such

dynamic processes as high-upeed aircraft, space vehicles, and chemical

plants epWerienc wide variations In their e*vIromants throughout their

course of operation. This places heavy dandeis on their control systems

which cannot be met in a completely setisfactory manner by conventional

control Jars. The re"aoa for this I& clear when one recalls that conaen-

tiesel designs are bosed on satisfying one or wmre design criteria

assumlng toe dynamic proces Is linser and time-Invorient thresghet Its

wfonmece nusel$*". Ar emimple in point here Is the mlnimlzetion of

the integral-awuare-orror of o positioeal control system for a rm !a-

put subject to a constralitsan the mean-o4ureo noise power In the outpet.

At beat, this problem could be treated by conventional methods oRly If a

complete knowlsdge of the time-Invariant or time-varyi|g character of

both the fiwed elewmts aod the s&Igals Is evelleble a priori. Unfortu-

smetely, the dynomic processes mentioned above are cal led upon to function

It environments which are ot most only partially knomw a priori. enrct,

the Information needse to effect a conventioal design for such a process

Is nwl ovelieble until the piocess has *1Iun functioni•g. As a result,

the uma of control ysVtesm, capable of msJtorinjl% e4reluestl, and

modlfylag their peqformenc to meet the demands of control dictated by a
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chc¢w•Iir tnvirwtm~nt is "ntetory for such dy',imic pocsso.. Morteverk

"as a oesualt of chan,.Jroo ealvirattant, the goa" •r' task of the coatPol

*syst** may change and he "veightino of system error may become mr, or

Sless lakpartnt.

in summary, e*pm;,1e eituations where the .u uf adaptive contral Is

vwrrante maw 6# c€!sslfiJd broadly t4 follows:

1. The chra tert* atloo of the *,jamlc process is en unkcnown functi~v

of to en oronmeat to whIch the dynamic process Is subjectl#4.

2. The goal or tosk of Mhe control system changes with environmeni.

For example, the took of a chemical npocess cwontril tar o•urlng

normal ossration Is to m•altetln such process rierameters so

tompersturee, pressures, flow rates, and prtcduct qualities at

ti-r desired velms. On the other hand, during startup the

controller must chi-ng the process variables as rapidly as

possible to achieve the deslred steady-state.

J. The Index of performance used reo tve;ute the performanci of

the dynamic process changes with time. For example, emall devl-

ations from the deia-ec; trajectory of a ballistic missile must

be týwighted more heavily during the terminal phas, of the trajec-

tory then they are duriug the earlier phases of the flight path.

1.2 Statement of the Adeptive Control Problem

The definition of on adaptive control syitem Implies three functions

which 'the systen must be capable of pIrfoming III].:

1. Provide Information about the character of the dynamic process,

I.e., iloltlf. the dyneric pro*ess.

2. Evalunte the performom.* of the dymnic process wifh respect to

an Index of performance and makre a decdsion on how to achieve

opt imu perf trmance.
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10,'41 M fit>&ila of afgi~els and/ofr dynamic procts*4 pare-
nolears A a,.or.ier to rvalir optiomw parformaunce.

heiyice, th* qfn~rii p'robl~m of a~lptiv* cimtroi dividas~ lrgciWy

lic, three FýAnl*c preble.uA.- ;0A IA19n decsion, and nm. fio~lc aa.

Each @1 theoe beooe prohlds.q In it'vlt represgats a 4;.mplete ure@ of

res*areb, mc*m.ovr, eny rv..vatrh aVt ort coincernted with oneof these cao

proca~d logical ) only if tht oth-r two sspe•ca of the over-04! problem

pre kLpt lt mind. A biok deowas depicting the subdlvislon of the

ropl|ive control. pr~blolo:into Its ýhr*e Iogical phas*e Is shown In

F! g. I-I1.

This resterch is concer.a.d with a now method for achieving modifi-

cotlon a*ssroing that Identificetion Informetion ii avai lable continuoaslye

and that an lndwx of performanw, has been slcco The Index of per'-

formanco to be used in this re'i*arch Is formuhlaed in Cl4pter 2.

Since this research deals with to •pproach to the modlfication prob...

lam, only a suumsry of the salient featu-sa of the Ldenlficatlion and

decision phases of thM over-oll problem Is gqiv4j Nero.

1.3 The Identification Problem

The identification problem Is the proble tv" obtaining a descrip-

tin* of the reletlonahip be wean the input m(to and the output cit) of

an unknhom dynamic process as shown In Fig. 1-2. M sthmetica Ily, the

p iroblem Is on of determining the functional transformation 6 between the

variables mit) and :(t) iivwon by

cit) - 6 Lislt ] 11-1)

where t is the Independent variable, time.

Two basic requIrkwonts of say Identification procedure are:

1. It must perform the identification function without excessively

disturbing normol operation of the dynamic process.
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2. It must perform the Identification function in an interval of

time comparable to the Ilterval of time for which the significant

Identification !nformatlcn Is valid.

Both requirements are essential in order to perform adaptation con-

tlnuo•usly without recourse to halting system operation, takilg measi'eeents,

end spenling considerable effort in computation in ordir to obtain identi-

fication Information.

For the Impulse response representation the functional transformation

G of Eq. 1-1 assmes the form

46 pm n + a.-l pro-1+, •ap+a

bn pn + ba-1 p "-I + d, + b1 p + bo

where p Is th* operator 1-j n l.m Is required for physical realizabillty,

and the a, and bi are constant3 or slowly varying functions of time t.

Various identification schemes have been investigated by Brai.n [123.

Keaimn [131 Turin [if]. and Joseph, at ol. [15]. These methods wIll not

be reviewd here because they are not relevant to the work which follows.

However, the approach to the Identification problem given by Levin [161

could Le used with the solution of the modification probim given In this

research to form a ccuplete adaptive control system. Levin's procedure

for IdentifIcation Is outlined below.

The method propoued by Levin employs sompling of the Input and output

signals of the dynamic proceos, and requires no special test signal at the

Ir)ut to the process being Identified. This letter property permits

Identification of dynamic processes within control loops, e feature which

Is needed in the adaptive colitrols developed in this research. 3.4"Ct

the procedure can be repeatfd periodically, It is applicable tl Ilneeip.

slowly time-varying proc~v9es. The schhese Is similar to c rI141rorrrr',n',on _

j17] sine* the result of each Is a "et of sample points of ltj%ý A-:

pulse response of the dynsetic process.3
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The model assumwd is Indicated in Fig. 1-3. The process Input Is

denoted by min) and the resulting output by c(n| where n denotes the

number of the sampling Instant. The sampling Instants are assumed to be

seperated by sQo time Interval to so that the nth sampling Instant corre-

sponds to time t - nt 0 . In order to develop a realistic identification

procedure, Levin assumed the presence of uncertainty in the measured

output. This Is denoted by the disturbance uln) which Is assumed to be

a stationery, Gaussian, white noise signal with zero mean.

In the discrete formulation, the sequence of output values of the

assumed modelI becomes

cin) wipl mn-p) + u(ni (1-31

POO
for n 1 p.

Physically only a finite number of the wip) can be determined and,

hence, the Impulse response Is approximated by a finite set of values,

w(O), will, ... ,wiPI where P is chosen such that w(p) ; 0 for pý' P.

This approximation Is usually valid for most physical systems.

A typical set of Input and output observations ore shown In Fig. 1-4

to Indicate the relation of one to the other. The following assumptions

were made by Levin in the derivation of the set of algebraic equations

whose solution gives the win):

1. wip) - 0for p.P for someP fO.

2. mini Is observed for eirný*i and Is not Identically zero In

this Interval.

3. cin) is observed for 0* ng N + P.



-e -

Dynami c
m in) Prot***s c (n)

win)

IýA

Aodct for DynmIc Process Idet i ceu I'on.

I1 Ai

II I I "
i "I I

I I

.IiI I+



-9-

The results of Levin's derivation may be smmarized readilIy If the

following, matrcx notation i* employed:

cIP?

OrP + 11
[C]- . (1-41

!ciP + 11

0

iwoj" (1-53

w*(P3

and

M(P) m(Pr 11 . . miP + N)

MiP - iP) . . m(Pi + N - 1

re(Ol, oil) WIN. r(!

whore Wain) Its the beat meea-square *atimate of wln)•, the letter being

t exact value of the impu316 respone wit) at time t a nt3

Then according to Lavinia. development, the w4n) asatisfy the normal

*"aet I oem

161 [-old[" ]* -H- 161 ,-,
whr [a]" Is the transpose, of the matrl•ik ]

Saima11 spocial-purle digital computer could b0 designed and pro-

Were" d to solvw te b set m f equaetionme indcfted In tqh 1-7, Thi
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Information could then be utilized by the modification portion of the

adoptive system.

'1,4 The Decision Problem

Tel decision problem deals with the development and specification

of analytical methods by which dyommic process performance can be evalu-

ated and from which a strategy to achieve adaptation can be evolved.

The most conon method of process evaluation utilizes the notion of an

index of performance. An index of performance Is defined ss a functional

relationship Involving dynamic process characteristics In such a manner

that the optimum operating characteristics can be determined from it.

Numerous indices of performance have been trLated In the literature

I[, 19, 20]. Hence, only the concepts which underlie the Index of per-

formance to be developed in Chapter 2 and used In this research are given

here.

The most common indices of performance used In present day control

technology aio those which employ sone arbitrary function of system error.

on this context system error Is defined to be the difference between the

desired value of the process state and the actual value of the process

state. Synmbolically,

where K - Index of performance

9(ti - system error

F s me arbitrary fu•ctlonel operation.

In applying the concepts of dynamic programing to the optimization

of control processes, Bellman E21] postulated a rather broad class of

indices of performance In terms of cost functions, Consider the dynamic

process shown In Fig. 1-5 and let the state of the process be characterized

by a vector* lil and let ;it) be the Input or control vector. Further,

'A vector as used here Is defined as a column matrix.

• i
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let Co(t) represent the desired state of the process, G[ (t) - Z(t•

b4 a function measuring the cool of deviation of c(t) from c0ot), and

14[ ";t)- be a function saesurifg the cost of control. TUpon the total

cost function or Index of performance, denoted J rc t)s. ;;(t] bec-Woos

C, ;,(t,] -,a ,,,tI - .+ H[;;It 41-9,

Observe that the total cost function consists of two parts. The

first is actually a measure of system error as discussed earlier, while

the second is a measure of the amount of control effort exerted In driving

the prokess from Its present state to the dealred state. While dynamic

programming concepts are not used In this research, the formulatioi of

Eq. 1-9 and its Interpretation as a compounded cost function is baa!c for

the work to follow.

185 'The .Iodifketlon Problem

After the Identification and decision problems have been solved, the

adaptive loop must adjust or modify the dynamic process to bring It to the

desired state. Modilfication Is usually based on the following Information:

1. The desired state of the dynamic pro.oess.

2. The present state of the dynamic process.

%. The character of the Input-output relationship of the dynamic

process.

4. The Index of performence chosen as the measure of system per-

form=ce.

Concoetually, the modification phase of the adaptive control problem

may be viewed *s computer control of the dynamic process os h1own In

Fig. 1-6. Typical operations wuhich might be required of the computer con-

troller Include eveluatloa of the index of performance, generation of

control signals for the adjustment of perameters, and/or generation of new

sl19ais to be applled directly to the input of the dynamic process.

_ _
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colled control sIqnal modkI7catlan on shown In Fig. 1-7. Control s1lznal

wbodificatt -a is defined as the application of linear time-varying and/or

nonaoloor operations on~ the actual system Input to derive o control signal

which actuates the dynamic PrOC2ss. This approach~ lands Itself to two In-

terpretstions which are termed parameter adjustment and control signal

syn thea is.

Parameter Adjustment. This method perforsa nmod f icatioa by adjusting

the peromanetr of the dynamic process end/or a compensation scheme to gat-

Cafy th~e Index of oerformence. See fig. 1-6. Since the control require-

ment* very witt' time due to changes In process dynamics end process

sigesis, the adjustment of the parmeters is*a ti~ea-verying operation.

Clearly this appoach schieves modification by direct recourse to the

shaping of the dynamic procoes tr,&oalent response. The work of Anderseno

tat. of,] i=1 one of the more i4tereatIng aptlicetloes of the parameter

edjuatment method., The system, which Is shown In File 1-9, utilizes the

impulae-r~espone-.roea ratio as the indes of performance. The techaiqu

provides a moons for the *Vstem to adjust Its parameters for optimum dy-

nmaic response by using a null-type index of performance.

The parameter edjusalmnt approach modifies the control signal

Indirectly by manipulating the parameters of the elements employed In the

o~e-si I system. Its primary function is to saethe dynamic process

transient response In accordaonce with the dictate. of the Indext of per-

forwvanco.

Coto Signal Synthesis. Rather then mvodfy toe control signal in-

dire~tiy, this approach utilizes the Identification and decision Inform-

#tleft to synthesize a noew control signal 'Nif~ch Is town used to actuate, the
dynamic pcocers. The ache"i Is shoan In block *~Iagrom form In Fi1g. 1-10.
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basically, this approach Is concerned with obtaining an optimum opproxi-
nation to the desired response by operating on the informatior. contained

In the Index of performance to derive the ectv~ting signal.

In certain opp.licerfans It may be Impossible to alter the character

of the dynamic process or of a campenootion schome In order to achieve

optaiuam operation, This altuation will arise In those cases where, process

pearmtefrs must be controlled indirectly **cause the process has no physi-

col adjustments available,

In *uwaery, both approaches, are cone*-rned with altering the nature

of the control signal which actuates the dynauic process being controlled,I However, the first method achieves this goal Indirectly by acting though
the edjustabie syet=m parameters, whereas the second does It directiy by

creating a now control signal4 While the parameter adjustment method

sh oe transient response directly, the control signal synthesis schwae

treats, It Indireit ly since the process limpolse response will Invariably

appear Ira the formulation of the Index of performance. In a sense, the

two aprasches or* similar with the role* of transient response shaping

and control signet generation inter-changed. However, It Is useful to

soper. to the two In en operationeal s*ene.

The first objective of this resesrcb Is to develop a mm class of

adaptive controls, The ultimate result will be a control configuration

which Is optimam In specific matheinat~cof sense and Is readily reelIz-

able ~with availlabl* physical components. The concert; of piredictior- and

W*ervei control, which are define On Chapter 2, will be employ"d to

achieve this objective. The focal point of the first r*eaevrch objective

Is modification b, control signal synthesis.



The second objective of this work Is to evaluate the performance

* €tchrecterlstlcs of tile new class of adaptive controls. Analytical and

experimental method* ore employed to achieve ýhis second objective. The

results of the two methods ore compared and used to evsluote the cl•as of

Seadoptive controls developed,

r

I
I
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CHAPTER 2

DEVELOPMENT OF IHE MOIIFICATION PROBLEM

The purpose of this chapter Is to develop the modification problem

in terms of the concepto of prediction awn Interval control, end to

formulate the Index of performance to be used in this research.

2.1 Prediction In Adaptive Control

A meier of researchers [23. 241 have Investigated the use of predic-

tion In conventional communicatlon and control systems, with reasonable

success, It is to be expected, then, that the Incorporation of prediction

In adaptive controls might aid the over-all system In combating erratic

end undesirable behavior In the dynamic process. By anticipating wide

variations of the actual response from the desired response, the adaptive

loop Is 9iven "lead" time to synthea;ze, with the old of a specifled

index of performance, the control signal which will offset the effects of

these variations. Hence, prediction appears to be a desirable feature in

adeptlve controls.

2.2 Con•ept of Interval Control

Prediction mast be based on the post history of the function being

predicted. Also, well-known results from prediction theory [261 indicate

that prediction accuracy deteriorates with an Increasing predIction in-

Itrval length. Hence, a finite prediction Interval length T must be used

to maintain a specified prediction accuracy.

tecsuse of this prediction requirement, a reasonable engineering

approach to the modification problem is to divide ift process control

Into intervals of length T as shown In Fig. 2-1. Then, Information

gathered during the interval - T af t_ 0 can be used to achieve optimum

control over the interval O * te T. By letting t - 0 be the present
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time, the interval O t.* T iiy be chosen as thu reference Interval over

which the process is ti be optimized. Hence, with respect to actual syu-

tem time, the point t - 0 corresponds to the beginning of a control

interval of length T Into tfo fuwture. By using a fixed predlction Inter-

val length T and operating onl date as they occur In the Interval -TE t * 0,

a prediction of the desired response and actual response of the dynamic

process for the Interval 0 AtS T can be obtained during the former in-

tery, I. This result then permits the adaptive loop to take action at

t - 0 to optimize dynamic process performance during the reference control

Interval 0 t*.T.

This subdivision of the oiptimization into Intervals will permit the

use of the classical z-trensfonm method [26] to onslyis certain response

characteristics of the clase of controls developed,

2A3 Formulation of an Index of Performance

Consider the single-dimensional dynamic process shown in Fig. 2-2

having the Input variable m(t), the output variable cit), and external

disturbance uit), and the unit Impulse response w(t,' I which Is time-

varying as a func*ion of environment E. The unit Impulse response w(t,7')

Is defined here as the response of the dynmeic process at time t to an

Impulse applied at time 7. A modified least Auares Index of performance

will be formulated fcr thin process by considering an Interval of length

T In Ihe future, where t w 0 Is taken as the present time. It will differ

from conventional least squares indices of performance In the following

ways:

1. The process will be optl-.dzed over a future Interval of time T

and no errors before t - 0 will be weighted.

P. Provision will be made for unequal weighting of system error

during the control Interval.
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3. The existence of a model characierlzing the desired input-output

transformation of the dynamic prr.cess will be assumed.

4. Prediction will be used to establish the future values of the

desired response.

5•. The control variable mltt will be manipulated In the present

(t a 01 to optimize process response In the future.

The reason for not wlghting system errors in the past Is because

no control can be affected in the present or future to reduce these

errors.

In atteipting to optisize the dynamic process of Fig. 2-2 over all

time, the classical Index of performance Is the Integral-square-error

given by

cc- 0(t) - C(t] dt (2-11

-on

where

colt) - desired process response

eit) a actual process response

t - dumay varliable of Integration, time.

However,, since optimizetion Is to be executed on a per Interval basis and

cott) Iii availeble only for 0is ts T, Eq. 2-1 becomes

1 - [.ti - ct t 2 dt. (2-2)

In order to provide for unequal weighting of response errors over the

control Interval, an arbitrary weighting factor (\t? Is Introduced Into

the Integrand of Eq. 2-2 to give

I t2 dtI 2-3



This weighting feactor Is obtained from engineering consideratiors based

aoi the goals or objectl,ex of control. tor example, If res.,ionse errC~rs

M , t - T) Is made where i't) is the unit impulse function. If

equal weighting Is to be given to response errors, then X It) Is simply

* constant. An Important reetrhction on )Nit) which Is necessary to give

meaningful engineering results it >X(tl> 0 for n 4 t! T.

Finally, a cost term acounting for the anount of control resources

utilized to achklo modification Is added to Eq. 2-3 to give

I '.i(t) [It) - ctt dt + m t dt. 12-41

Clearly, Eq. 2-4 Is a member of the general slass of Indices of perform-

once defined by Bellman In Eq. 1-9

The actual response citi of Eq. 2-4 Is comprised of three components.

The first Is due to the initial energy stored In the dynamic process at

t - 0 end accounts for excitations prior to t - 0. This term Is denoled

by cl(t). The second componmnt of cltl Is that due to the disturbance

ult) and the third Is caused by the new excitation mitt, O04 t o T, and

Is given by the convolution Integrel

K mis'1 w(t,i'l d7' 42-5)

where 7' ia the dummy variable of Integration. Hence, the actual output

cot) Is given by

cit) - clott + utti+ ml'-l wlt,''l do'. 12-61

Substitution of Eq. 2-6 Into Eq. 2-4 yields the final form of the Index

of performance,

T ,,it) E l -i tilt) -r ult l - m l'Y l w it, "/ ) d 2 .P t I2-7 dt

12!-7 )



colt) - desired process response during the control ;nterva•.

c~lt) - component of process response during th. c'ontrol Int.rvai
due to initial conditlos nt the beginning of the control
interval.

u(t) component of process response •luring control Interval due
to external disturbance.

mit) - process Input control variable to 1|e choamen to moinimlzo

Eq. 2-7.

%(t. Y)- process unit Impulat response for the control Interval.

X ) - orbitrary system error weighting factor.

Eq. 2-7 is an index of performance coNvprised of two cost functions.

The first term represents a asure of the deviation of thu actual dynamic

process response from the desired dynamic response. On the *ther hand,

the second term measures the mount of control effort which Is exerted.

The weighting factor NMt1 provides considerable flexibility which is not

a property of most integral indices of performance., Not only does It

provide for unequal weighting of response errors on the control Interval,

but it also permits a relative weighting between the two terms of the

IWdex of performance. Moreover, depending on Mt'e control A1tuations to

be encountered, a Judicious choice of X it) will provide response superior

to that 0f cunventional IMdices of performance. As a result, the presence

of X(t) provides the design engiIneer with considerable latitode i smk-.

lag aoAimum designs.

2,4 The Completa System

The complete modification problem as developed in this chcpter may

be visualized In block diagram form as Shown In Fig. 2-3. The fuwncrlion

of the control unit and signal syrithesizer Is to utilize the indicated

Input Information to generete the optimum coitrol signal mlt). Clearly,

such a task could be accomplished by a large digital computer. However,
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engineering factors sucIh as size, welgh, t. a :n.tt , . ;;,e r-eo

for small, 3pec.ia-purpose. computers to perform the control task. One of

.th ,Zowui;vex of Mhis research is to de,,elo# a class of adaptive controls

whichs can be realized readily from physical components. This objective

requires keeping system complexity at a minimum.

In order to keep complxlty and cost at a minimmn, operation of the

S€con~rol unit In real-time Is highly desirable. if real-time operation can

be ach•eved, there will be no need for hlgh-spoed computing devires aith

their Inherently comp?- input-output accessory equipment. Computations

In the control unit could then be performed by analoj components. e.g.,

multipliers, I:!tegrators, saming amplifiers, and diode functinn generators

operating at the same rate as the dynamic process.

2.5 Generol ConslIl.,z-tlons

basieslly, the entire adaptive cantiel process ar developed here may

be viewed as a sequence of decisions to be mod# every T units of time.

This decision for each Interval T Is based upon the peesent state of the

dyn,-dc process being controlled and upon the dosired behavior of thae

proceso over a future Interval of time as obained from a p-eJIctlon

operat ion.

Since all possible control signals mot) are not ac•p•teble because

of physical limitations Impzsed on the control problem, the. actual re-

sponse of tMe dynamic process cannot, In general, "e expected to agree
exactly with the desiredl response. Hence, mi. Index of oerfornm.-ce was

developed to be used In selectlng the optimum member from the class of

l acceptable control signals.

I"

I I IIII
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CHAPTER 3

LTHE OPTIMIZATION PRODLA

The optimization problem Is concerned with the selection of a physi-

cally realizeric control variable m.tI oich will minimize the Index of

performance, Eq. 2-7. In other words, the problem of determining optimum

control deals with the minimization of a particular Integral over a fixed

Int. val.

A number of minimization techniques are presented here as background

moterel for the work which to to follow. Another purpose of this chapter

In to point out the computetienal dlfo'cultles which arise when optimiza-

tion of adoptive controls is contidered. TIe minimization techniques

treated are:

1. Calculus of verlationso

2. Approximation of mot) by discrete segments.

3. Approximation of mft) by a sum of orthonormel polynomials.

In order to simplify the msthemmtlcs and still indicate the concepts

underlying the first two approaches, let the disturbance Oft) - 0 In

Eq. 2-7.

3.1 Calculus of Variations

A fundamental problwa In the calculus of variations Is to determine

a function such that a particular definite Integral Involving that fuic-

tion and certain of Its derivatives assumes a maximum or a minimum value

[27]. The application of this mathematical tool to the optimization of

control systems "as a major step in the development of analytical control

theory as shown in Newton Is, p. 143].

The application of this technique will be considered for the class of

adoptive controls 011scussed in Chapter 2 and conclusions will be drawn as

to the feasibility of the method for this class.

I
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wiyn in* subaliution u(t) - 0 Eq. 2-7 becomes:

pT r" r- -,.• 
"

JI k iJ~ t I 2 0L l - c, (t) - mf')') witb'V) d7' ] + 02  ItIS dt.

13-i1

In order to determine the optimum control variable, it Is assumed that a

solution doew exist and is denoted tiy mo(t). A verietion of mo(t) Is then

constructed by letting

olt) - %M t)+F Molt) 13-2)

where 6 Is a parameter Independent of t and melt) Is the variation of

mit). If mo(t) is the optimim control variable which therefore minimizes

Eq. 3-1, then any variation of f from zero in Eq. 3-22 must cause an in-

crease In the value of Eq. 3-1 from Its miniamA. Hence, If Eq. 3-2 Is

substituted into Eq. 3-1, the derivative of the resultant equation with

respect to 6 for d set equal to zero must be zero.

Substituting Eq. 3-2 Into Eq..3-1 end differentiating with respect

to Eives OT f , I: t I
1.o2 tl t) cl(t) _cSo- [o(m Y ) +E m61')] wlt,')I dle]

m ( Y') w(t,'I d-r +[kol t) +4%(t)] M41 t I dt. (3-31

From the argtment given above, If " - 0, the right hand side of Eq. 3-3

must be zero. Hence,

a T •t [colt) - Cilt) - mol('l wt,'Y) dl']
"1C W'o a E o

)ý t
"M.'O) wit,'/') d T]4, 0 olt) mqt I~t 1i ti O . 13-4)

.
mM 

E



AW hough Eq. 3-4 expresses the condition fnr a milnimim It I. n•4 I-

a form in which the variation ml[It) Is separable. Tho solution of veria-

tional problems of this type Is usually expreased In the form of a differ-

ential equation (cannonly termed the Euler equation) with boundary condi-

tions. For an Nth order dynamic process it In necessary to Integrate

Eq. 3-4 by parts N times to obtain the Euler relation. Hence, without a

knowledge of the order of the dynamic process, solution of Eq. 3-4 Is

impossible. Moreover, the presence of boundary conditions, a natural

consequence of this type of variational problem, posts additional diffl-

cuitles. In particular, for en Nth order dynamic process, there will be

N natural boundary conditions which the solution must satisfy.

In most physical situations ihe order of tC)e dynamic process is

known. Nevertheless, the solution of Eq. 3-4 will give ni- Insight Into

the structural form of the adaptive loop other than to incicate the need

for * complex, high-speed diglial computer for the generation of m0 (t).

In addition, the presence of boundary conditions will not permit sequential

computations, but will require trial and error calculations for solution

of m0at).

Clearly, the calculus of variations approach Imposes heavy demands

on the computational ability of the adaptive loop In order to optimize

the dynamic process re4.onse. Extensive numerical computationa are

necessary which will obscure the relationship between adoptive and non-

adaptive controls. As a result, this approach Is not tractable from

either an analytical or experimental vieupoint for the purposeq discussed

in Chapter 2.

More recently Bellman [28, Ch. 9] has developed a new approach to

calculus of variations problems in terms of dynamic programmilg. Although

the method offers some hope for the application of the calculus of varia-

tions to the adaptive control problem, it Is computetionally cumbersome.
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I t ........... ,,;nuous control 0pt8mization problem which
was discussed in the lest section will be rpnwA .le -m -........

equivalent discrete formulation. The Interval from t a 0 to t a T Is
Partitioned by a Sequence of points (t 0 , tl, ,, t N separated by 6

distance A where A -1 end N equals the number of partition points.
The control variable is then approximated by a sequence of discrete levels

Is as shown in Fig. 3-1. The integral

cOt - m7i' w(t.'7 dr' 13-!)
0

Is epproximated by the sum

cn 0 A t, "wnJ mn n)J t113-)

end
c -a0Wo0 

(3-71

because Wj a 0 for J•w n; that is, the system does not have access to
its future values. Hone*, the output becanes a sequence of values
(c 1* c 2 , o.. ,CI

The component of 1he output due to initial conditions c€It), end thesystem error weighting factor I It. are also approximated by sequences of
values, (C 1  P .0. ciN) and I %# 2& ... # # respectively.
The Some is done for the desired respon" colt),

Using the above definitions and approximeting the index of perform.-
ontce, Eq. 3-1, by a sum gives

Mi : X n on - Cin - Cal 2, +Mn 2 , 13-8)

The optimization problem for this case deals wit th O choice of the
mn Such that Eq. 3-6 Is a minlw. Therefqre, for any Integer k, the Con-

dition for a minimu~m value of Eq. 3-41 Is
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for at I k, k 2 , 2 , N. Porforming the Indicated differentiation

II

and tatting th, result equal to zero gives

: -n aM 13-101

for k * ,2m , ,

Sie

S 0 
-n k

Ok

-•mk•

the condition for a mfnimnt bcmia

fr k[Co - c, .C.] w -0.

with

•Cn 0 n O n >w

SQ. 3-13 actually represent. N limear algebraic equations In N

unknown** The equations must be solved simultaneously at the beginning

of each control Interval to gk.a the opt mtum~ coitrol variable as a

-..--- - - n- -
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sequence of value& 1mv ! .-; . ;ner-v. inim

formulation Is more amenable to digital computation than the first

method considered, but still obscures any real insight which one may

hope to gain about the structure of the adaptive loop.

An approach to the simultaneous solution of Eq. 3-13 Is obtained by

considering the last member of this set (k - N) which Is

)A [. o- cN. - wo, miI WNkM-mM .. 03-15)

Since m N Is the only unknown, Eq. 3-15 Is easy to solve, The solution of

Eq. 3-15 may then be substituted into Eq. 3-13 for k = N - 1, and the re-

suiting equation solved for Its only unknown, aN 1 . Hence, the solution

of the set of equetions given by Eq. 3-13 propagates backward through the

set. The use of high-speed digital computation Is again mandatory to

determine the optimum control variable. Here again no Insight Into the

real nature of adoptive control can be gained.

3,3 Orthonormel Polynomial Sun Approximation

For a large class ot adoptive control problems the use of a high-speed

digital computing fa=;lity Is undesirable. Such factors an size, weight,

end cost are paramount in practical applications. Unfortunately, the neces-

sity of high-speed digital computation has been a natural consequence of

the two optimization procedures considered thus far. While these mathe-

matical procedures for optimization are well-Oefined, the end results do

not lend themselvea to a well-defined engineering Interpretation. The only

Interpretation has been that large-scale digital computation Is necessary.

What Is really sought here Is a set of reasonable ossumptiona based

on engineering considerations which will simplify the optimizption proca-

duore, keep the complexity of the adaptive loop at a minimum, giae reason-

able over-all system performance, and be consistent with the objectlves

of edaptlve control as discussed in Chapter 2.

K - -i-

I.!
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First, the opttlmwn control sIgnal mitf should be one thrt In physi.-.

ceily reaflizble. That Is. It .hnmiI .. , uv impulsem or higher I
order singularity functions which will invalidate the assunotion the.

the dynemwc pro~ess can be characterized by a linear, time-varying,

weighting function w~tV). Secondly, mit) should be relatively simple

to synthesize during normal operation of the system. This second factkr

Implies simplicity uf the adoptive Ilop. Thirdly, the mathemaIlcal for-

mulation of mSt) should lend itself readily to an optimization procedurc

which Is simple and whi.n gives physical insight Into the form of the

adaptive loop.

The epproximatio. of mot) by an N-teza su of orthonormel polynomials

In t Is consider'ed In this section. This approximc.tIon is defined by

MMt) M - spit) (3-16)
•,0

where the is are the coefficients which ew-e to be determined, and thi

pn(tl are polynomials in t which are orthonormal over the interval [0,T].

In other words, the set of polynomials satisfies the following two con-

di tionst

ia) PAMt) Is - polynomial in t of degree n.

T I k =n

01 Pk(t) PnltM dt 0 (3-17)
0 kith

where T is the control interval length, These polynomials ore the Legerdre

pol)nomials with their usual interval of orthonoemaolty [-I, 1] trans-

formed into the Interval [0, T]

The input signas thus becones a polynomial in t wiwise degree la

dictated by the particular N chosen. The LoaffIcients ms, mt., m2, etc.,

--Ill be generated by the adaptive loop in response to changes In process

dynamlcs and the desired response.

I
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The motivation for using arthojormal polynomials In t. rather than a

Taylcr sorlos expansion as In Braun [12], for mat) Is the hope that the

coefficients ma can be generated Independently for each control Interval

ip the former case. If this can be done, the signal synthesis portion

of the adaptive loop can assume the form shown In Fig. 3-2.

J'ý will be shown that Independent generation of the mn Is possible

In real-time by means of time-varying gains and Integrators. Clearly,

sucn a scheme will ovoid the necessity of complex high-speed digital co-

putation, and will offer considerable simplicity In system design. The

detailed treatment of this approach Is pr'sented in Chapter 4.
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CHAPTER 4

DERIVATION AND ANALYSIS OF THE aPTIMUM CONTROL CONFIGURATION

The purpose of this chapter Is to investigate the last approach to

the optimization problem which Is given in Chapter 3. The control enua-

tions are developed and the optimum control configuratilin is derived.

In addition, a theoretical analysis of certain characteristic* of

the class of adaptive controls developed Is presented. A theoretkcal

system transfer function Is derived and applied to a stability analysis.

Limitationi of the transfer function appioach are also discussed.

Finally, since this class of adaptive controls employs prediction, accu-

racy requiremebits In terms of the prediction opirations are discussad

* briefly.

* 4.1 General Condition for Optimum

The three equations from wn;ch thegenere) condition for optlmum

control will be derived are repeated below:

! -el ot-f + m2(ttit (2-41

CM cilt) + ultM + w1t,.?) dr (2-61

and

m(tl - >mn Pn~t) (f-1il
n - 0

for Og tc T. The terms In these equations have been defined •rie•iously.

It Is assumed hert that the dicturbance is a stationary, Gaussian, whlte

noise process which is Indepundent of the Input signal mit).

The values of the various mnn n - 0, 1, ... , N, naedeu to minimize

Eq. 2-4 are obtained by differentieting the equation with respec* to
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rnk E!k

for k O, 1,..., N.

From Eq. 3-16

"m•mt) Pk(t (4-21

and from Eq. 2-6,

- W(t,'r 1 17 (4-31Smk 0 mk

for k a 0, 1, ... , N.

Substitutling Eq. 4-2 Into Eq. 4-3 yields

m Pk, VY)1 wit,?') dT' (4-41

,• • k 0

for k a 0, 1, ... o N.

From Eqs. -3-16, 3-17,. and 4-2, the lost term of Eq. 4-1 becomes

T Nm
m(t) --- Ot I ln Pn M p4t dt 14-51

"0 ' mk 0 na0*°

which simplifles to

ST M Mt dt ,. mk 
(? -6

because of the orthonormaety of the polynomials for k a 0, 1, ... # N.

Substituting Eqs. 4-4 and 4-6 into Eq. 4-1 gives

S T xt) [CM-O, tPk 471) wit,?' d dt + mk a 0

T] (4-71

for k Op I# .Io No Eq 4- acua Ier t N liea algebrai
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oqutlons in as many unknowns since Cif, le also a function of the mk as

IOeen from Eqs. 2-L5 and 3-16. These ,qljatinns can be solved explicitly

for the mk providing ci ,tl, ult), and wli,1') Ire known. Such a solution

would again require the use of a high.-apc.ed digital ccvnputer In the. adap-

tive loop In order to control the dynamic process. However, an approximate

solution can be obtained by considering an estimate or prediction of the

,4uantity C.olto - c(tJ.

The coefficient. mk which are needed for a particular control Inter-

val must be available at the beginning of that interval according to

Eq. 3-16. But Eqs. 2-6 and 4-7 Indicate the mk depend upon the responses

Co(tM and cftl during the same Interval. However, if the quantity

co-t) c(t)] can be estimated T units of time in advance, It is possible

to employ Eq. 4-7 dlre,:tly to estimate the values of the mk for the succeed-

Ing Interval. That is, the coefficien*C mk for the Pth Interval can be

generated by real-time operations during the (P-1lth interval.

In order to apply the notion of prediction, define

ECot- c(ltl] - best available estimate of [colt - cit]j

T units of time in advance.

Eq. 4-7 can then be solved directly for the estimated mk to give

= C j pk(r) wit, )i dY dt 14-81m 0 ." L.-O.) - tit L o 0 f '

for k - 0, 1, .. ,, N.

Let a time-varying gain Kkit) be defined by

Kk(t) -Aft) pk("'I wit,?) dT' (l-91

, 0

for k , , 1, l ,,, t• w~hore 0 •- r•..t$. T.

)-



Wh~en Eq. 4-9 is ttubfsittltoci ini Eq. 4-.8, tho recta•t is

" KkItM [ot) - ct9 dt (4-1O1

for k 0, 1, ... , N. With a change In the Index of Sunmmation, Eq. 3-16

becones

m(tM - mk Pk(t) (4-11)
k-.P

for 0; t- qT.

Eq. 4-10 Is the gene al condition for the optimum. The combination

of Eq&. 4-10 and 4-11 constitutes the control laws for a class of predi•-

tive adaptive controls. Eq. 4-10 Indicates how the coeffllents mk for

any coestrol interval P can be obtained by real-time computation during the

preceding control Interval, (P-1i. Eq. 4-11 Indicates how the*e coeffi-

cients are combine,' with their corresponding polynomials Pk(ti to generate

the optimum control variable. The fact that the optimization procedure

presented he,* renders the Index of performance Eq. 2-4 a minimum Is

demonstrated in Appendix B.

Eq. 4-10 suggests a formal synthesis procedure for the generation of

the mk which Is shown in Fig. 4-1. Each of the ak Is then multiplied by

its correaponding pk(t) and the results summed to give mit) according to

Eq. 4-11. The complete control configuration then assumes the form given

In Fig. 4-2. The configuration of Fig. 4-2 In optim'jm on a per Interval

basis, Henceý the timo-vLrying gains and Integre'tors must be reset at

the end of each control Interval to Initiate computation for the next In-

terval. The function of the sample and hold devices Is to read out the

values of the various mk at the end of each Interval and to maintain these

values throughout the new Interval.
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;o derive *the control variable mit). The qurntity In (4-121 in simply

the predicted tystem error. In other words, the funct•oa of the predictor

Is to present the controller with an estimate of the future .,stem error.

The task of the controller Is then to synthesize a control signal which

will mlnimlze tho actual system error In the succeeding control Interval.

Hence, over-all system operation may be viewed as data processing of the

predicted system error to derive the optimum controe signal. The charac-

ter of lhe date processing changes to accomnodate changes In the dynamic

proceos .j(t,*'Y), changes In the desired response co(t), end changes In the

Index of performance which are governed by X (tM, the system error weight-

Ing factor.

An Impurtfnt ieature of thlA class of adaplive controls Is the nature

of the time-varying gains which are given by Eq. 4-9,

Kk~tl = it) pk(7'I wit,?,)• de '(4r

for k - 0, 1, oo# N. Since the polynomials Pk(t) are linear combina-

tions of the singularity functions, I.e., the step, ramp, and parabolic

functions, Itc,, the time-varying gains are simply the products of the

error weighting factor )Ntit and the response of the process wlt,o1I to

linear combinatioru of the*e same eJiigularlty functions,, Therefore, the

time-varying gains Kk(t) are easy to generate given a knowledge of the

dynamic process impulse response w(t,'Yl.

The adoptive nature of the optimum control configuration Is clear

from Eqs. 4-9 and 4-10. The time-varying gains KkOt" are related directly

to the error welg9Jlng factor (tit and the dynamic process unit Impulse
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r, h (19 1r'~ r-c b4 1n~ It as the goals 0#ko Y C. U rI ;h 0n gi

end ý'w also capable of accountiog for chanil.s In or'i-ess dynernics W(t,rf

all through the time-varying 9sine K kt).

kxeinination of the control laws and the control configuration reveals

three Important features of this class of adaptive controls:

1. The controller can be realized using simple analog componentf.

2. The controlle operates in real-time.

3. Complex computational operations have been avoided.

These three Items satisfy the original goals which wore established In

the formulation of the modification problem lChapter 2). Iter 3 Is

actuaily en outgrowth of the first two, but Is Included for omphasis.

In conclusion, the control laws of Eqs. 4-10 and 4-11, ind the con-

trol configure~ion of Fig. 4-2 completely specify the class of adaptive

coo.trols tc be studied in this work. Their derivation has been based on

the specified Index c! performance, the asstxnptloio of tdh. wonsral ;u,.-i.lunal

form of the optlm.n. control variable, and on the as* of prediction to ob-

lain the predicted error signal.

4,2 Theoretical System Transfer Function

In the analysis of feedback control systems, It is often desirable

to determine the system transfer function if it exists. In this section,

It will bu shown that a system transfer function does exist theoretically,

but Is Impossible to obtain in general. However, a slight modif:cation

of the results developed In this section will permit the derivation of

stability resultz for z pzrt!:u.ar sub-class of these systeomk.

Under the assumption of a linear, tioe-Invarlant dynanic process

*nd Id- prediction, the block diagram of fig. 4-2 becomes that shown

in Fig. 4-3. The assumption that the controller portion of the system
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wIll be deonstreted later in this Oettinr

Using standard block diagramn reduction techniques, the diagram of

Fig. 4-3 reduces to that shown In Fig. 4-4 where G(s) Is given by

To

Gil8 - a G (W) W(s) 14-13)

The closed-loop tretefer function Is then defined by the relation

C(4) * T G( II W..) =4-14)

CollJ 1 + VTs G*C(a Wisl

Thie equation may also be written
Gels) W1161

C4. . .... (4-15 I

C(atasl ra + Ge(s) WIs)

Attention Is now directed to the davelopment of the transfer function

0.1s) characterizing the controller. Since the Input to vech channel of

the controller of Fig. 4-2 which computes the coefficients mk, k m O1,... N,

Is [Mti - clt , end the outputs of all the channels are suimed to form

miti, It Is necessary to consider only the nth channel, n an integer. such

that OU nA N, and sum the trenefeo functions of the N chennels to abtaln

octal. The nth chennel may be represented as In Fig. 4-5.

The channel of Fig. 4-5 will be subdlvided Into three perts for pur.

poses of enelysles 11) the pre-multlpller, (21 the integrator, ernpler

end xera-order hold, %nd (31 the post-fl'1..si4.r.

LeottIna ofti * Iot) - cftij be the Input and yWitl the outlut of

the pro-Multilplle' Filg, 4-61, the output I6 gIvin by

YnItl a, Knt , g0ve, 14-101

Since multipilcatlao In the time domain €or'respod to convolutlon In

the frequency domain, the Laplace tronsform of the pre-multlp.lvr output

Y,.•I io determined by the relation [29, p. 275),
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which C2 Is a reel constant, G" - Re ], nd .,,, 0,, are the ehioals,

of absolute convergence of the time functions el) a(,4 Kn(:), respectively.

Eq. 4-17 Indicates the basic difficulty associated with obtaining the

trounifer function of :he controller. The prisence of the controller In-

put ElIl within the compi•x convolution of Eq. 4-17 makes obtaining the

transfer function Gfael Impossible In tNow general case.

The combination of Integrator, armrpler, and zero-order hold Is given

In Fig. 4-7 where the inputs and outputs of each devict have been defined.

As pointed out in Section 4.1, since the optimization procest Is execrated

on a per inter'val basis, the Integrat ion In the coo.troller channel moist

be reset to zero at the end of a given control interval end the bel.inning

of the follooing Interval. That Is, at the end of the kth control In'rer-

vat, the output of She Iengrtetor, must be

I(kTr , T Yn1 ltil dt 1  k - !, 2... 14-181

lk--! IT

It In possible to view this process of reset Iner-irflton on a continuous

Intoagratlon b•e•si beco,,fa the sampler Is synchronized with the time-varying

Solos Knltt. Thus. If the output of the inteýiw cifon process at any time t.,

tt

I Initi W V~lIdl4-9



then at the kth snmplinq In.te'nt I - kT Fq!,, 4-10 rfruc• to Eq. 1.13.

Eq. 4-19 may also be written

;nit| . yý{t lI dtI ,t ldt (-n

Jo0

Letting

t

Eq. 4-20 becomes

In - fn,(t - fn(t - T) (4-22)

The Laplace transform of Eq. 4-22 Is simply

I Ins) ( -e-T*) F (a) (4-23)

But
1

F (S) - ( Y((.1 (4-241

'vhere ".'n(s) Is the Laplace transform of ynMt). Substituting Eq.,'44-24

Into Eq. 4-23 gives the transfer function of the reset intsgratiqn

ln~l 1(1 •-T (4-25)

Yn(S)el

From Truxal [30. p. 503] the, transfer function between rn(t) and\|n(t)

Is expressed by

+ OD

Rn(s) I (al( + J/.i•O*) (4-26)

where /1 Is ýn integer and CU. T Substituting 1,(*) from Eq. 4-25

Into Eq., 4 - 2f gives

2:: ____ F +-TI a+ jp L)wWe n( + 606)

\ d14-271I
-. i , *-e 1 ( ., 4.n~ _

._____________ 'sm~

9 mi l



The transfer function for the toro-order hold, Truxal E30, p. 507, Is

I' Is
"R " - -o t l l-5' ) ( 4- 2 8 1

Combl.Ing Eqs. 4-27 and 4-28 and recalling 2-W there reaulta

-To) to +, CI *-s 1J27rp s-Qnts) -• 1-----/-• - "2T -TYnls + JOS)

(4-291

,'hlch simplifls to

Qn(,) a +- -T . -w 1 _ jFs Yn(a + JtLui). (4-30)
•

m 
- S

Eq. 4-30 represents the transfer function of the Integrator, sampler, and

zero-order hold combination.

The poet-multiplier with Its Inputs qn(t) and pn(t), and Its output

mn(t) Is shown In Fig, 4-8. By defhli:on the output of this multiplier

m it) ParIt) e qn(t)l (4-311

Again, since multiplication In the time domain corresponds to complex

Convolution In the frequency domain, the Laplace transform of the multi.

plier output Is expressed by

S•1.•.... Pn(s-w) QnIs) dw (4.32)

@2 J 6

where max fore 1. Irog . r a, + or 2) 4 iD IN W' G2 C Ir-

In which 02 Is a real constant, 0(. Rerp], and o7lg, 05e2 or* the

abscisIas of absolute convergence of the time funetloic Pn(t) and qn(t),

respectively, [29, p, 2753.

1qs. 4-17# 4-30, end 4-32 are the three basic reletlois for deter-

mining the transfer function
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Pot-.m Itlpl ler of Controller.
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eIg. 4-9

Model of nth Cheriel of Controller.
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(si -Z (4-33)
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of the controller. The Inherent difficulties In obtaining Gc(s) are

brought out by these three equations. The presence of complex convolution

in Eqs. 4-17 and 4-32, and Infinite sum of Eq. 4-30 render solution for

the general case Impossible as mentioned earlier. The main obstacle to

the use of the transfer Function approach for this class of adaptive con-

trols appears to be the presence of the pre-multiplier having inputs e*tt

end Knit). This multiplication operation forces the Laplace transform

of the Input variable, Elm), to appear under a complex convolution.

The results developed In this section will be modified slightly in

the next section and applied to a stability analysis of a particular

sub-class of the class of adaptive controls under Investigation in this

research.

The work of this section Is sounmarized In the block diagram given

In Fig. 4-9.

4,3 Same Stability Results

* I In some adaptive control applications it may be possible to use

only one channel in the controller and still get satisfactory perform-

snce. For this sub-class of predictive adaptive controls, In which a

one-term approximation of the control variable mit) Is employed, it Is

possible to utilize thle results of the preceding section to effect an

analytical stability analyils.

The basic block diagram for the system using a one-term approxima-

tion of the control variable is shown In Fig. 4-10. Fran Appendix A the

omternal Input to the post-multiplier Is

polt "1 (4-34)

_o i
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Block DIegr~m of Predictive Ad.~ptlve Control
for One-term Approximation of Control Variable.
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for a;l t. Hence, the pore-ultiplier Is replaced by a gain oflV .

Free Eq. 4-9

Koltl - ( t) po(0
1 ) w(t,1V) dY 14-351

0

where all of the symbol& have been defined previously.

The analysis which follows Is not exact. It Is based on a linear-

Ization of the controller in order to determine bounds on Ko(t) for

stability. Th. time-varying gain KOMe) Is replaced by a constant gain

Ko and the resulting system is analyzed to determine the range of values

an K 0for which the closed Ioop system Is stable. KOMt) Is then con-

stralneO to lie within this range for ech control Interval 0 v t 4 T.

That ks, the actual range on Ko(t) Is compared with the required range

on K to establish requirements on the system parameters and/or the

control tItervel length for closed-loop system stability.

UtIlIzInV the results of Section 4.2 and the simpilcetlons discussed

above, and roplacing the Ideal prediction operation eTo by the approxima-

VYIo 1 4. To, the fr~quenc-' domain block diagram becomes that shown In

Fig. 4-11. After a few simple block diagram manipulations, Fig. 4-11

reduces to Fig. 4-12.

Since the system employs sampling, use of the z-trensform instead

.I -of cumplex frequency a will facilitate the analysis considerably and

will, therefore, be used in the work which follows. Letting

( 0T + 1111111 (4-3T

62( 1 1 T Wls) (4-37)
S" ,
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Fig. 4-11

Block Dlagram for Stability Analysls,

KIT + Co) 11- "so .... ... wis

Flg. 4-12

Simplified Block Olagrwn for" Stability Analyils.

IC0,18) + I_"T

Fig. 4-13

Bllock O3Iagrom for Stobility Analysis of Exuapie.

9I
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It Is known that the stability [26, Ch. 61 of the configuration of

Fig. 4-12 Is governed y the locations of the zeros of 1 + G G2 (z),

where G1 62 1z) Im the z-transform of G(S) , G 210. In particular, If

the zeros of 1 + Gi G2(z) lie within the unit circle of the complex z-

plane, the c:osed loop configuration will be stable. It remains then to

determine the conditions on K In order that the zeros of 1 + G1 G2 (zI
012

lie within the unit circle.

The exact procedure Is best clarified by a specific example.

Exam_ple. The transfer function of the dynamic process is assumed to

be of the form

WIsl - -- 14-381S4, a

where K and a are the process parameters. It ts further assumed that K

and a are both positive 'with K fixed, but a variable. Assuming also

that system error is weighted uniformly over each interval, that Is,

ýit) - No W constant, 14-3911

tfi time-varying gain Ko0 tM Is given by

Koff) 0 (1 - -at) 14-40)

for each Interval.

For this example, Fig. 4-12 assumes the form given in Fig. 4-13.

The next step In the stability analysis is to determine tht z-tranbiwrm

GKs ~s o K -T*)2 To + 1
G1(ai G2 1s) -• - (1-"Si + ) 14-41)

Exp~ending GI(s) G21sl In a partial erection expansion and employing a

table of z-transforms [0,, p. 511] to Identify the corresponding z-

transforms gives

)V



KK rK- [
GIG21z] -24-51 - 2z-I+ Z-2| aTz H2  -A1)z + 1.aT)z

(4-421

Simplifying, Eq. 4-42 yields

IKOK (2QT - I + e"al- aTe'T)z - (aT - aI + eya43

1G2;zI- -z s -aT

Adding unity to Eq, 4-43 and combining terms gives the result

Z2 + 7-'if lZlKlaT - I + e-aT- aTo'al! u2- Tea z

1 G 2(zZ -"aT)

KO I* aT + * 1o

+ z9 - *-C.T- j 
(4 44)

Since the numerator of Eq. 4-44 is quadratic, the Schur-Cohn test

13, p. 523] will be utilized to detearmine the conditions for stability.

Let p(z) be the numerator polynomial of 1 + G1G2 Iz). The Schur-Cohn

test then requires:

(1) IP(OI -c1

(21 pil) > 0

13) p(-i) > 0

where the coefficient of the z 2 term of plzi is unity. For this example,

piz) -z z 2 +* I WaT I K(2 +.,.0 a' TeeTi .- IT + e-*T- itao 2.r .a2 r[T

(4-45)

The three conditions of the $chur-Cohn test ara now examined.

C



Condition (I). jpIOij < 1. This condition becomes

- K aT 4 e -aT I I-I

From the problem specifications K is positive and so Is * AI,, It

Is clear that

-ar
(aT + eT- 11 0 for aT >O. (4-471

Hence, condition I11 may be writtenii < -aT (446
KIaT + s, - i)

The actual time-varying gain KO(tM given by Eq. 4-40 Is

) oK -aTr

KOIt) - - .1 - _aT 0 I4 t4 T (4-491

which Is always positive. This gain Is a simple exponentile which reaches

Its maximum value at t a T.

Kitli - I -aT
KOMI Knt) _t-T - 1 14-501

Imax

Hence, condition (11 will be satisfied If

al!' < ea-T_ II

Eq. 4-51 may be simplified to give

>*oK2(1 - e'eTj eT + *-*T- I!I<* O4-521

This Is a transcendental Inequality which can be solved to deteemino a

condition on T If o end the bounds on a and K are known. A specific
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nLnePrIcIJl example wll be considered after the other two conditione hove

been exemined.

Lanoition tzi. 3u06Tituting z w1 into Eq. 4-45 for cond'tlon (2) gives

1 + 2 o2 - I - a2Te'T- a-aT I - a T -KaT + e-aT- 11 0

After Some simpllficmation, Eq. 4-50 becomes

KOK aT(1 - a I + a 2 (fl1 - - 14..541

Since 1 - *-ST is greeter then zero for li aT greater than zero, Eq. 4-54

is solved for the condition on X. to give

K >- a

Uierefore, since Kaotl as given by Eq. 4-40 is always positive, the second

condition of the Schur-Cohn test Is automatically satisfled.

Condition (31. p(-1)7" 0. Substituting z - -1 into Eq. 4-45 and applying

C onditioa (31 given the requirement

D- - T J -* 2 - K MKaT + a-1) > 0.

14-9•

Eq. 4-56 can be Simplified to lhe Inequality

' o w i24 T | + * T
K9 <. a _2e sT T (4-.57)Kl•IoT - 2 + 2 - 3T*"IT

As in condlt~on (11, this condition Imposes an upper bound on Ho(t) In

order to assure stability. Hencea, In terms of the maximum value of KO(tM

Eq. 4-57 becomes

OK - aT < *23 (I + 9-01 (14-58)
KIaMT 2+29 - sTe I)

,ela
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VWUriTing i.iq., 4-!%a into lthn form oa a trer-cendental ineqvality yield.I

2~ AT T *aT 3 -T
0 K C2 I - 0" .aT - 2 4 2e-T-aTe- I .a TIl e e-T (4-59)

Thuu for this exionple, Eqs. 4-12 and 4-!59 arv the two Inequalities

which must be satisfied lo insure closed loop stability. Given bounds

on a and K, and the vnlue of iy, it Is necessary to determine the valus

of T, If they exlvt, which will satflfy th-.se two Inequal.fles.

Assu•a Por the system considered here that o 2, K = 2, and a

varlne between 2 and Hi. Since Eqs. 4-[32 and 4-59 are transcendental, a

range of values of T which will satisfy them both for the extreme varia-

tions of 3 muot b* fou,u,1 by trial and error. ConsiderOng first thi value

of a w 2, it Is founed after, a nuwtDw' of trials that for

T -0.4 (4-60

Eqs. 4-52 6aid 4-19 are

Condi tion il): 4.13 <; 4.64 (4-61 |

Condition 131: 1.10 - 3.2 .(4-62)

:t :a: found that for T:i 0.4, the two conditions mere also mat|•fled.

Considering next the other extreme velue of a a ,, 8, It was found that

the two condltions etre also satisfied for T60.4. In particular, for

T - 0.4, tle two conditions were

ConditIot4 (Ili 5.79 .c 2131. 14-631

Condition (21: 17.2 < 204.8 . (4-641

Therefora, the closed-loop system wlil be st3ble for va-lation& of a

in the range r2, 1] if a contr"l inWerval length less than or equal lo

0.4 :s used.IIt should be c.olnted out that the results obtained above *ri con.-

owrvatlvE. dy con•iralnlng T to be less than soe specified wle, KOMt)

"IL4
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tins bp'n held to the range of values for which the poles of thF closed-loop

iAvxtofm A.P within tih inilt o-Irrla nf tho -,nimn r14.ar Pinrva thab 1tvqtdm

is time-varying, it may be possible for the system to be stable even If

Koltl exceeds the bounds Imposed above. In terms of the complex pinne,

this means the poles of the system may move outside the unit circle during

a portion t-f the time of system operation. As long as these poles do not

romain outside of the unit circle, however, it is still possible for the

closed-loop system to be stable.

This section has Indicated a method for analytical stebility analysis

of the sub-class of predictive adaptive controlb in which a one-term approxi-

mation of the cnntrol variable is used. It is clear that other methods

such as the Nyquist criterion could also have been used, and the presents-

tion here Is by no means exhaustive.

For the general ciass of predIctive adaptive controls, however, no

known analytical methods of stability analysis are applicable. The diffi-

culty lies primarily in the fact that It il not possible to obtain a

transfer function for the controller portfon of the system. Hence, In a

particular application where more than a one-term approximation of the

control variable Is used, analog or digital computer studies may be

employed to study stability characteristics.

4.4 Prediction Accuracy Limitations

Reference to the optimum control configuration of Fig. 4-2 Indicates

it is necessary to consider another factor in addition to stability to

establish the c.ontrol Interval length. ThIs second factor Is prediction

accuracy.

The basic function of the controller is to generate the control vari-

able by operating upon an estimate of future system error. Hence, the

accuracy of this estimate Is a primary consideration in system design.

= .



While the subjects of predictIon and prediction accuracy are treated In

detail in Chapter 5, the pellent features of prediction accuracy will be

* discussed here since control Interval length is riato to preodiCTion

accuracy as well as to stability as shown in Sectir' 4.3.

For purposes of Illustration, only a functional Aolution of the pre-

diction accuracy requirement will be given In this section with the details

left to Chapter 5. Consider the predictor in Fig. 4-14 which has an Input

x(ti, an actual output ylt), and the desired output xlt + T), where T is

the prediction Interval length. The Instantaneous error In prediction is

defined by

a (t) w x(t + Ti - y(tI . (4-65)
p

The mean-square prediction error Is then given by

ep2 It) " Elt + T) - ylt) 2  14-66)

where the bar indicates the averaging operation. If the Input signal

x.t) can be characteriz-4 by a finite number of parameters i1i, "*00 **

R an Integer, th* output signal yet) will also depend upon these parameters,

and, in addition, upon the ret of parameters (t31 , Q an integer,

characterizing ihe prediction operation, and upon the prediction Interval

lengta T [25, p. 432]. Thus, the mean-square prediction error will be

sme functlon'of these same quantities end will be defined by same rela-

tIon

ep2 t) " r, " o T) (4-7

Let L be an upper bound on the mount of mean-square error which can be

tolerate4 In the pre4lctor output,

e 2 (t) F L , 14-68)
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Then, from Eq. 4-67, the prediction accuracy requirement becomes

f('I "" ' I" ""* Ti L (4-691

With the input signal parameters (OV" goo# c RI and the predictor para-

meters I ... , PIl known, Eq. 4-69 represents a relation with one

unknown quantity T. If this relation' can be solved to find values of T

for which It is satisfied, It is clear this solution will in general de-

pond upon the parameters ((I pl .. j, CA R 1, ( 01.0 V** (IQI and upon L,

Usually functions of the fom given in Eq. 4-67 are monotonic non-

decreasing functions of T for signals encountered in practice. There-

fore, the solution of Eq. 4-69 can be indicated formally by

T 1Pg1 , .. , C R' PIP." , P Q" Li (4-701

where g is some function such that

(4-71 1

Eq. 4-70 places an upper bound on the :zztrol Interval length in

order to satisfy the prediction accuracy requirement. In any design

problem It Is necessary to consider both stability and prediction accu-

racy In selecting the control interval length.

tr- _ _ _
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CHAPTER 5

PREDICTOR AND CONTROLLER DESIGN CONSIDERATIUNS

This chapter presents the salient features of the predictor and

controller designs for predictive adaptive controls. Predictor design

is outlined on the basis of the classical Wiener-Lee (25J theory and

lintar extrapolation. Controller design Is presented In terms of the

fundunental controller parameters which ares (1) the system error weighi-

Ing factor ) (tJ) (2) the control interval length T, and (3) the order N

of the polynomial sum approximation of the control variable m(t).

5.1 Predictor Design

For statistical Input signals the design of the predictors needed

for the class of adaptive controls developed In this work will be based

"on the classical Wiener-Lee theory.

Since Wiener-Lee prediction theory leads to the design of linear

predictors, the operations of prediction and difference commute and the

predicted error signals may be written

[colt) - c(t)] e co (t) - ce(t). (5-11

Hence, the block diagram of Fig. 4-2 may be redrawn as in Fig. 5-1.

In order to effect the design of the predictors in terma of Wiener-

Lee theory, the spectral den4ities of the two signals to be predicted

must be known a priori. In any practical design problem Involving

statistical signals, the spectral density of the desired response co(t)

will be known. Lot It be denoted by¶)cclsi. movar, the oopectral

density (c ) of the dynamic process response is not known prii.

Since cit) le the controlled variable and the primary function of con-

trolling it is to wake the difference [octM- cot] i* snail as possible
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over a long Interval of time, a reasonable first assumption on c(s

Is

§c (80 C)
Coco W. (5-21

Thl assumption will permit a first design of the feedback predictor of

the adartive system. Then, as experience Is gained with the system,

normal operating records may be employed to obtain better Information

about the spectral properties of the dynamic process response c(t),

25, Ch. 10] and re-dsilgn of the feedback predictor may then be based

on this now Information. Of course, If operating records of the dynamic

process to be controlled are availablea priori, thenl should be employed

t o carry out the first design.

A revIew of the design of Wiener-Lee predictors is given in

Appendix C with all uf the necessary equations. These results will now

be applied to obtain the design of the predictors to be used In the

experlmental work of Chepter 6,

The spectra to be used In this research are of the form

++
where s Is the complex variable tr+ j W. By spectral factorizatlon

b 

5a 

"e

Substituting Eq. 5-4 Into 9q. C-16 gives

a +Jr1

+ T) 0 ejt÷T)w dw 15-5)

a '-Jv1

which when evaluated becoaps

S•27 bt t*T!

It + T) 0 T . 115-411

0

S|. _- lI ,,.-.I I -- I ..- .. ~ lt... I.. I ,,., ..,_
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Substitution of Eq. 5-6 Into Eq. C-15 yields

H1 (a 2 we.-blt+T) 0"Jet dt (5-7l

Hoptle ) O-bT ("I8

Hence, the optimum predictor for the spectra to be used In the experi-

mental studies Is a simple attenuator.

To determine how prediction error varies with control Interval

length T, the mesn-squere prediction error will also be evaluated here

utilizing the results given In Appendix C.

From Eq. 5-6,

2 it, . 4V2 .2 @-2bt t > 0. (5-9

Substituting Eq. 5-9 Into Eq. C-21 gives the minimum mean-square predic-

tIon error. Thus,

i 2 7r"'2  dt

min 0

. 2 1r'2(1 _ e2bT) (5-10)

'Eq. 5-10 Is plotted In Fig. 5-2 to show the variation of prediction error

with control Interval length. The necessity of keeping the control

Interval length mal IIs obvious.

Eq. 5-10 will now be used with the results of Section 4,,, to deter-

mine control Interval length In terms of prediction accuracy. Assume It

Is desired that the mean-square prediction error be less then some nwi-bei

A, This condition then places an upper bound on the prediction error

which Is expressed by

2 Tre 211 0- 2 bT 1 A 15-111
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which readily simplifies to

*-2bT A 1-2

Taking the natural logarithm of both sides gives

or
2bT • In[! -. A_5-14)

Assuming the signol spectrum paraters a and b are know, the condition

on thi control interval length T becawts

T In (5-15)

5.2, Extrapo,,ation

In some design applicatios, the spectral density of colt, may not

be available a priori. Moreover, It may be known that co(t) Is a poly-

nomial type signal. In such cases, extrepolation may be used to obtain

[Cott) -clt)1e

Since an Ideal lead having the transfer function *T* is not physi-

cally realizable, It is necessary to employ an approximation to this

Ideal lead. If the ,ontrol Interval length is kept smail end the fre-

quencels of the signals within the system are low such that ITs< < 1

whore a w W + JW, the first two terms of the expansion [31. p. 100]

eye + 1 ~ + n (5-151

may be used as the approximation.

The transfer function of the first two terms of Eq. 5-16 can be

approximated by a passive lead network such as shown in Fig. 5-3. The

actual transfer function of this network is
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R1

XIs) C R YIs1

Fig. 5-3

Lead Network Approxl.iftlon of Extrapolator.

ceo I t) Mn l t) iitOo,0 _• nf.,,oolo,. I•°' I or Proes

Fig, 5-4

Control Conflqurotloeh Employing Extrapoletion.
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f.!L0. 1 ' 1"I > T i-171T
XIs) 1 + T26 2

whee RIR 2

where 1 + R 2  T1 m R1C1. and T2 - R1 + R2 C1. Since the d-c gain

I

of the network Is less than unity, a gain of -must be introduced to

com1.ensate for the attenuation. 1.f T 1> > r2 Is chosen, Eq. 5-17 becomes

approximately

Y-s) Z I + T (5-181
X(s) I

which is the desired transfer function.

When the network of Fig. 5-3 Is used in i!% over-all system, the

control configuration assumes the form depicted in Fig. 5-4.

An Important factor to consider In using extrapolation Is the

difficulty which arises when there Is appreciable noise present in the

control loop. Eq. 5-1u Indicates that the approximation of the Ideal

lead produces an extrapolated signal comprised of the original signal

plue T times the first derivative of the original signal, The presence

of the dlfferentiati•cr will always worsen the noise conditions In the

system and may even cause anplliflr saturation.

The use of extrapolation has beer, presented here as an alternative

to Wiener-Lee predictor design. The purpose of thiu section has been

to give a reatmeot of the prod:-tor design In terms of extropolaf'ion,

and to point out the difficulty assoc'dted with Its a,*. For the experl-

mental Investigations to be given In the next chapter, It will be assumed

that the spectrum of c(t? Is .Nnomn. Hano, entropoiation will not be

Investigoted experimentally.

9.3 Controller Delsign

Wivh tt* predictor design known, the basis of the synthesis proce-

dure Is clear and the over-all oy•tm ocaumes the configuratlon of



-777

I

Fig. 4-2. Howver, before t't synthesis of Me syster can b completed,

ItIs necesery_ to conslaor the seleclon of three fund6:•ental porewetfrs

of the control eW . These parmeters areis

1. The syatem error eighting factor ) qrlý

2. The control interval length T.

3. The order N of the approximatlon o; the contvul variable.

The purpobe of this section is to present o qualitative end qunntl-

ttitve disacussion of how those parameters con be selected.

System Error ieighting Factor. Examination of the control equations,

Eqs. 4-9 - 4-11, and the optimum control configuration, Fig. 4-2, reveals

that the choice of XtM Is somewhat arbitrary. The only qunwitetlve

restr-ction, which %as* given In Section 2.3, Is that X it) > 0.

While the designer hae some freedom In the chnice of lit), his

selection should be governed primarily by the lma or gwoal* of control.

lS.v 3ections 1.1 end 2.3). For example, If errors occurring near the

end of ee:h control Intervol arte more important then those near the

begialn#in of the Interval, then )lt-t coud assue the forms

it) - Ate (5-191

QT ~~ )It) - Be•' 5-0

where A, S, and Y' ore positive constants. Linear enl nonlinear combi-

nations of Eqs. 5-19 end 9-20 are also possible, bec•mes of the Infinity

of combinations.which ex~vr as chokeb of XlIt), only one will be selected

for use ln the experimental work wiisch follows. System orr•" wili be

weighted uniformly over each control Interval by taking

*Whv' x is * constant, Response, char•cterlstic• for different val ues

of will then be investigatld.

I ii•,_ ,, •_• ... ... "_ _'"'Z" _ '.'
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Control,1Interval Length. Quantithtive determination of the centrol Interval
;enoth r to &iý uved In w jrticular deslgn application has ben presented

ii. *twi I !? Se*i~konam A..3 ep~d 4.o. The two baslc consideratlow!:z~i

the onalyses prwuvnted e'v stabtilt'; ans predictioni accuracy, rearsctively.

A third factor which dprinda Cn peromtetr drift it, disclused here.

This third ilator wiclh cen tr. bear •o hve problva of selecting the

control 1ntar-#,0, length to the drift rate•' of the p}rocess porow•ter*.

SIrM* the control coefficients Mk, wr"o .,onernsted dueing ofta |ivervai for,

u*a t• fth beginning of and throughout tho succeeding Interval, the

smpling instants era actually the points in timl at ohich adaptation

occurs. Hence, the choice of T governs the frequency of epdtet ion. If

the process parMeters change conuiderably during a control interval, It
Ia lear the adaptation which occurred at tft beginning of that interval

will be Inadequate for the permet(er changes. Deciding hw much pe•r-

meter drift should be tolwrated during a Wiven cont~rol Intrval is, as Is

tV case of chooslg XI t). somewhat embJictIve. However', it sees reason-

able that T should be chosan eel I enpugh' so that perimetr dri ft Is le6s

than 51 per control lnterveý.

lmbern of TeTms In Polynomial Approximaotions. The o•,l.tlaition procedure

given In 4ection 4.1 provldes no meens of choosing tiw ordvr N of the

*(controi varlable epproximatlon

-_ .sit) mkPk4t4-

ltuItively, one muld expect a higher-order dynamic process to req ,rre

more channels Irn the controller then would aI ower-ordrn process,

Actually, Eq. 4-11 reprearts an Infinite aeries and the Fc•timals-

io6% of Saction 4.1 is ve;d only if the series Eq. 4-11 coai~rgvu tibis-

Iately. Thua, the question of e449&uut convergence ie a baslsý, contshereo-

Vion In the deslig of the controlle..r
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The sn~mer to the question of abw;ute convergence of the series,

Eq. 4-11, re not vit all obvioum for the general come from the control

equations

Kkit, ftl pk|I*) w(t.?') dT (4-9)

Sk Kk(t) &W~t c~t•"
"so - ' dt 14-10)

for k " 0, 1i, .. ,• N. The prablm is compounded further by the Increas-

Ing complexity of the poGynomisl& Pk(t) for Increosing values of k. 4See

Appendix A.i

A methed for determining en approx'mete vs~ue of the number of

controller chonwtle needed .or a particulor control application will be

presented here and Illustrated with exiales. Two of ti. me examples

will be inveselgotei exiporimentally. The objective of the method Is to

obtean an e*glneering Fstimote of the number of terms needed in Eq. 4-11

In orde• to. 5chlevo odequate control.

The wthod It• bosed on a direct application of Eq*, 4-9 - 4-11 and

the lol uoing eaumptionss

Io The dyna•ic procesa Is assumed to be at the .t

characterislic* corresponding to the most u, .

"conf I gurot ion.

2. The predicted system error, [alt) CMt)] F, --. ed I) be

boauned by so*e number A during the control Intervel,

In practice, these two wasumptlona correspond to a stop function input

of.•e1hsIse' responhe at the sme time that the polem of the dynamic

process tunsfer functio are In the right-half plane or on the J* -also
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In applying the method, the coefficients Ik k O, 1, o.., N, er'sIevaluated under assumptions 1 ,,nd 2, and the series Eq. 4-11 expanded In

a power eeries In t to examine the behavior of the letter series# co-

efficlint% Examples for a first-order, a veco I-order, and 9 third-

order dyrnramic rocesa are presented below.

Exmle 5.1

Consider the dynamic process characterized by the differential

equation

deV'• + llt eft) a K m(t)

where K is a constant and 0 V l(t) & 1. The process is on the

verge of Instability when i(t) - 0.

Assuming system error is weighted uniformly over each control

Interval so that it) - X0, a constant, and employing Eqs. 4-9

and 4-10 for k a 0, 1, 2, 3, 4 gives the first five coefficients:

3

% o-½ AKT

3

m 1 6 ýOAKT~

m2-0

M3U

m4 .0

The"e result* Indicate a two term approximetion in Eq. 4-11

should be sufficient to control the first-w'der process. Expanding

Eq, 4-11 gives

mMt X. )Aaci + X .AXT It* A

I • ..

'I.*-. - - - - -'



I
-77- "

where the two terms In the coefficient of to are due to % and 0,0

respectively. These two terms are equal In magnitude Indicating

that m, Is as Important as ma in generating the control signal. In

terms of classical control system design, howver, It is known that

this first-order process can be coupensated by a pure gain which can

be provided by using only a one-term approximation of the control

signal.

Example 5.2

Consider the second-order dynmic process cearacterized by the

differential equation

S* + dt)-4 4cit) a 4mit)

where 0 4s aft) * 8. The process is on the verge of instability

when oai) - 0 which corresponds to zero damping. The locus of the

poals of the transfer function of the process is given In Fig. 5-5.

Again eseaming uniform weighting of system error and employing

Iqs. 4-9 and 4-10 under assumptions I and 2 above for t - 0, 1, 2,

3, 4, gives the first five coefflclents:

-WIT - toln 2T)

01 " O I1(con 2Tl-i + sin 29

m2  T2 4r Tý T + 1rI 2T) TI T~2 ( *con 2T-

+ IT l- tin 2T)
4 "1-
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j4

V0.+. j2

- J2

a-

00

F I g. 5-5

Locus of Poleo of Second-order Process
as a Functlon of Process Parimeter.
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T12Y A 9 c"o[2 2TT' 1iT

.-!tco2T-1 IT
T T•2 •-

4 ~~I f - 3JsT n22T

lecauso of the complexity of thesa expressions, It is not

possible to draw any conclusions about the behavior of coefficients

for all values of T. However, because of stability and predictioA

accuracy requlrements as discussed earlier, .nly the shorter costrol

SIntrvel lengths are of interest. Therefore. maiing the essiption

T <• <1, the coefficients are given approximately by the expressions:

S

010

531

a ,, ,.TT, . .. . . . . . _ . . .. . .. . . . .. . . . . . . . . . . .. . . . . . . . . . . . . . . .. . . .. . . . . . .. . . . .. .
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Observe th,- the coefficients P., m,, and m2 are of order J ,

wuhereas the coefficients m3 and m4 or* of order T9. $Ince the

above expressions are valid for T~ <<1, It Is c~l~or the e3 nd m

are significantly loes then the first three coefficients.

by substituting the abo ve, set of coefficients Into E4, 4-11,

expending, end suming the coefficients of il2' powers off t, tihe

power series expansion for mit) based an e five-term approximation

Is obtained, It Is then possible to determine the contribution of

each mk, kc - 0, 1, 2, 3, 4 to the power series for miti. The

results aer Summarized In Table 5-1 where the contri,.ution of each

ak to each coefficient' of tn, a 0, 1, 2, 3, 4 Is mwod clear.

Thus, the coefficient of to Is the am of the terms In thse first

coitus, that of t1 the eim of the terms In the second column, and

GO one

Since T~ < <I observe that only the top three terms of column

1 are significant In the coefficient of to, tho top two terms of

column 2 are significant In the coefficlunt of ti, end only the top

term of coltumn 3 Is significant In the coefficient of t2 . Observe

also that the terms In the fourth and fifth columns are multiplied

by t3 eWd #4, respectively, whsere 0 .S t 6 T, aid, therefore, their

maximuom en minimum values are of order T4, where*s the above co-

efficienti. have maxima and minima 31 order T2.

These results Indicate a three-term approxcimation, N y2, In

Eq. 4-11 wlill give adequate control for this siecond-order process.

Howver, assumption 2 assumes caicostnt predicted error end does

not account for rapid but continuous changes In predicted error In

the control Interval. Hefn*, the result N a 2 Is a conservative

figure and It Is to bo expected that N 3, i.e,, four channels In
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the controller, will be needed. This fact wi's be demonstrated

etuperimental ly.

Example 5.3

Consider the third-order dframic process characterized by tho

dlfferential equation

[t + aft j4 d2 + bM0 !- +4t ci,)- tit-
Ld . Lt2 dt 4

where O0U a(t) .*O end O b(tljS B. The process le on the verge

of Instability when aft) a b(t) - 0. The movement of the poles of

the dynemic process transfer function may oe asoumed as In Fig. 5-6.

Assuming 6(t) a end utiliting Eqs. 4-9 and 4-11 under

aesumptions I and 2 for k 0, 1, 2, 3, 4, 5 gives the first six

coefficientst

me [T2 + jlcoa2T-1

yr 2
"".OAr L3 

A 1

01 __ i• -2 - - . - (I - + 1.ia2TI

3 2 4 1
T - 1a-o2T1 *nT

XAJ 29fL
+ + V)os2T-1

II
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+ J2

-1 7.46 0 .54 - j

-J2

Locus of P01#6% of Third-order proaeoas
as * Fun*ctij vif PrOC00c.,em P~wtorso
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A, forthuv a :cond-ordor case, theme expressions do not rarI *one

to drawol n* conclqmsions *"%it the behavior of the coelffcloots 004"

lil values -of the control Interval length r. H~owver, tor tN~ iester

sampi~ng ro1~ee, T -lý1 the above expression* zinplify to:

10

mm
S,,, Im •'4. ... )

20 11

6 30 -

11

=20790..
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O sr - that....... tha - -'':A ll• r m " o rder T-,

•' II

--- - - `1` i `21 m- are in r1 e

whereas mg and aý are of order- Herico. wl Mh T -t. . I,
Sfour co~fflclentx are Significant. Tho c'ontribution of each ink#

X - 0, 1, 2, 3, 4, 5 to each coefficient of the power series of *ftl

is given In Table 5..2.

Arguing as in the caee of the wcond-order p.rocits. G.uly the top

four term* of column 1. the top thr:-! terme of column 2, the top two

terimv of coluian 3, 4d the tomost term of column 4 are significant

in the formation of the cokfficients of the pow•r serles of oit) since

T -C <.1. Hence, Table 5-2 gives the conservative value of N x 3, i~e,,

four channels In the coatrolier. Again, because of assumption 2

and experience with the second-order cesA, 't is to be expected that

five channels in the controller wili bt needed to assure adequoie

control.~

It vast be emphasised that the method illuasreted In the above three

exemples Is not a technique for determining the value of N which is neces-

sary and sufficient to Insare absolute convergence of the series Eq. 4-11.

Rather it Is a method by which it Is possible to obtain So enginoering

estimate of the number of channels needed in the controller to give adeqjate

control of a given dynamic process.

9i
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Contribution of control cnffftclent to
"totml coefflclent In pomr sari*s of mit)

Control
Coefficient t 0 t2 t 3  t4 t0

m2 • •o3 -AO3 A2Ofv )6AT~ -jA X,,

02  1 T ~A~oT2 A)ý 0T

03 ý,T3  126AXT 2  A X.T 2 h

LA T5 2 4ý4T4  3 At 3  3A2  T
""4 710 T 21 * 7 0 T 0 3 0

A~ k.' ;ArJ..A. T2 T -2-)A
05 j27 -63 3 0 15 0

TABLE 5-2

Tabulation of the Contribution of Each
Control Cofflclent ** the Tveol Coefficient
fi the Pawer Series of the Control Vrliablo
oft) for Tc oc 1.

I
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CHAPTER LI

i I

The function of the present chapter Is to Investigate experimentally

the responev characteristics of some typical control systems employing

prodictiv* adaptive control. Vrlous aspects of predictive adaptive coo-

trol systems' behavior are presenied graphically to depict certain limi-

tations as well as advantages of this cleas of controls.

6,1 Outline of Procedure

The control of a first-order and a second-order dynamic process

using predictive adaptive control will be Investigated with the aid of an

analog computer. The exact nature of the process perwmeter variations

will be given as each system Is considered. Also, in order to emphasize

the results rather then the details of the simulationse<the circuitry

necessary to perform Yhe operations of reset Integration and sample-and-

halo;. 'a well as the complete analog computer diagrams, will be given in

Appendix 0.

Three besic experimalets ore performed on each of the systems to *velu-

ate the quality of predlctive adaptive control in essentially three differ-

ent control sltustleos. These experimenti are outlined below and aeasure

the following three aspetos of controlt I1) the ability of the Adoptive

system to maintain the output at a predetermined conttant level, 121 the

quality of system transient response for cttp ftnctions of desired

response, end (3) the abil[ty of the system to follow otatlstical *si-

nasl, all In the preaence of extrae varoletion&a of the dyn-=lc process

perame tnrs.

1. The first experiment is performed by making t" desired rw^oaae

co(tl a constant and observing the deviation of the output c(ii

ak
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S..... .i:w; v.;uw as fir aynamic process parameters very Ii
between their extrem values. ®he pe.- cent deviation of the

f output from the desired value is defined by the relation

extreme value of cit) - desired value of co(t)i! . . .... x 10051
X deviation - ..... desired value of co(t)

S0(8-1 )

and places a measure on the ability of the system to cope with

• • process parameter variations In the steady-state. Teiv type of

control Is Important for chemical processes where it is desired

to maintein the quality of output products constant within

prescribed limits.

2. The second experiment is performed by apiolying a step function

of desired response caIt) to the system and evaluating the

character of the transient response in terms of rise time an#J

per cent overshoot. Since process perametero very during the

operations, each test Is pirformed at least three times In

* order to obtain an average behavior.

Rine t!me Iz defined as the total elapsed time fru' the

application of the step to the *!me wt which the response

first reaches the desired level. Per cent overshoot Is defined

by the relation

maximum value of clt) during transient-desired value of co(t)

desired value of co(t) 0_

6-2 i

These two quantities measure the ability of the controller

to drive the iynmlc process from one equilibrium state to

another in the presence of parameter variations.

3. The third experiment is perforsed by shaping the output of a

noise generator to obtain a signal with a knuwm spectrum for

9



coltl. Typical responav records are Pre3ented tfn |ide,9 -

response for a statistical input signal.

As mentioned In Chapter 5 It will be assuwmd that system ervor Is to

be weighted uniformly over each control Interval so that X it -

0a constant, will be used In the experiments. Reference to Eq. 4-9

reveals that k will then be a scole factor In each of the time-varying

gains. Therefore, various; values of X0 will be used to point outho

the response characteristics of predictive adaptive controls depend upon
this factor which governs the relative weighting of syst~m error with

respect to control effort In the Index of performance, Eq. 2-4,

An Important consideration In the design of predictive adaptive

controls is the control Interval length T. To damonstrate the effects

of this design parameter, the date of experlments I and 2 will be pre-

sented graphically as s function of T. The error weighting factor No

will ,hen be used as a parameter In the presentation of these date.

Since the basic work of this research deals with the modification

problm, the identIflcotlo., portion of Ihe complete ystam Is simulated

using a model of the process from which the time-varying galin are

derived. A block diagrem is given In fig. 6-1 to show the flow of

Information In the simulation studleo.

6.2 First-order Dynamic Process

The first system to be conhldermld Is one involving the control of a

dynamic process characterized by the dilferentle! equation

dc
4, aolt cCt - Matf, (4-31

'The parameter aft) varies between I end 0.1, a range of 10 to 1, In

a sawtooth manner at a frequency of 0.0S cps as shown In Flg. 6-2.

The predictor Is designed on the *esumption that the upectrum of

the Input coftl Is of the fonr

0 I
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giving the prdco lspouse response

where T Is the control Interval length end 61t) Is the unit hapolse

fuect ion, A spectrum of the form Eq. 6-4 Is used In the alofetistcsI

signal meawurments, Moreover, Lee [25. Ch. 8) has samow that a Poiessn

square wve with an average zero crossing frequency of - also hase a spee-

trum of the form Eq, 6-4 A Poisson square wave Is defined here as a wove-

f arm whinch alternotes between two values C and -E at event points which

are statistically independent. The probeibility of finding n event points

In 44b interval 'r' ;s given by the Poisson dIstelibutlon [25, p. 22]

Thus, the stop functions applied to the system can be~ considered mg *eg-.

meats, of such a monveform.

* Using anoe-tensi approximation of mft),

oft) M mop Etl W(-41)

dOmi were, obtained for control interval length. T 1 1, 3,~,; e.

and for a2& 3, 4, 4, The results for Noiee values for the first

two eixporlments, ar* shown In Figs. 6-3, 6-4, and 6-5.

Since It Is possible to compensate the first-order process with a

pure Vein, the curves of Figs, 6-3 and 6.4 Indicate Improved system per-

formance with Increasing N 0 for all values of control Interval length 1.

However, the diata for per cent overshoot Is not &a well-behaved and mndl-

* aeste the need for asking the control Interval length loes than -1sac, to

keep the overulhoat fur a w*up Input below 205.

The amouiat of deviation In the output with a constant Input 16

exceesilvely for"e fg Ow~ bowmr values of and the control interval

a •Ai
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N lengths above anc. The• reason for this wvas discussed In Sec:tkr 5.3
wher* It was pulnted out that the choice of control ýnterval length lI.

danandan• ,,•n ̂....... .6 Oavw., For exampie, reieren'cit tO

Fig. 6-3 indlcates that for -o the control Interval letish irnst be

less than 0.5 sac, In order thar t Me output not deviate by miore than

20X. Since: the parmewter drifts between Its extremn in (52;M &•c. (Fig.

6-21, a control Ilterval langth of 0.5 sac.. corresponds to iet6'tihr i1

parweler drift 85 bmtwet n adaptaflor, puints. To keep the output fr'om

devIa tIng mora then 10%. however, voiluoe, of 4 and T 4C 1se

are necessary. Vol..c of T . e -t ce. correspond to a parametr drift

tess th~n or equal to 4A per, control Interval.

•Exulnetion of Figs. 6-3, 6-4, and 6-. reveals that the quality of

control continually lmproyo* wilh I.ncrea&ing X. rind decreasing T. From

a theoretical viewpoint this Is gratlfylng, but from a practical view-

point It Is misleading. Arbitrarily Increasing X•\ which In a factor

In the time-varying galn, wil; cauase 3turatlon at the input to the

dynaosc proceres. Thus. there exists a practical limitation on .he

veline of X a which will Oepend upon the range of Input values of mitt

for which the dycamic proc•s• ie linear.

The mi[lmum vaiu* of T which may be uae~d 6 governod by the accuracy

of the componenta used In th* time-vvhylng gali, gererotor. For a given

value a of the paramter M, I), the llme-varylnq gali• In given by

KrCtI X0 , I a-It 1 96-71

for 0A t T. (sing TvryIor'a formula with Lagrange's form of the

ramwinder i2p.11 4]. Eq. Aj-? is

2 a ra7 y 21::-FT Ktltf 2- It a d-81

i l m l mm l mm l mm mmf
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where o• Z'' 1• t.T Simplifying Eq. 6-8 given

S T'1
KOMI .~2 t + R 8)

where R Is the remainder term

R m . -•16-10|

for 04 '..., t = T. Since "'' and t are positive In the Interval

of Interest, the magnitude el the remainder term Is bounded from above by

a)

RI lo T216-11t

Note from Eq*. 6-9 and 6-10 that only the remainder term depends

on the process ptrmeter a. Thus, if the camponants used to generate

end detect K.1t) are Insensitive to this remainder term, the controller

will be unable to detect variations in the dynamic process end the

adaptive capability will be loott An upper bound on the per cent

accuracy reqiqlred In the equipment may be determined by taking tHi

ratio of the maximum value of IRI and the maximum value of the first

tarm to give

0 accuracy requlr'ed41T- x 1005 . 6-12)

I

For a nominal value of a a 0.5 and T , -ec. Eq. 6-12 gives

5 accuracy required; 1.5Sg . (6-13)

Two typical s•op responses f4r the f'.t-ord(r dynamic process

are g~ven In Figs. 6-6 and 6-7 for .2, T I sect. fnd e W0,

1 saec., resvctivtly. The desired response c. M ano thQ pare-

mttv- varlatiou alt) are also inclujwSge. Fig. 6-6 shows the large

deviations which occu- In tM4e retponse as a result of parameter varle-

tion In the steady-stte. FIgs (6-7 Indicates systea response for 4

number of staeh changes In the deslres response,

SI. . .
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/ typical system response for a statistical sienai coltl havlng

spectrum of the form Eq. 6-4 Is given in Fig. 6-8 for T sec.

The perameter variations are the sowe as before. Although there is con-

siderable anoothing, the ability of the system to fellow rapid variations

In the desired response such as in the sm le of Fig. 6-8 eppears good.

The actual response lags the desired response by approximately one control

Intervel. Larger values of T which were tried yilded pooror resnse

giving mart vioothing and missing this sharper peak* In the statlm~icaP.

signal.Q

6,13 Second-order Dynamic Procesu•

The second system Investigated dee :'ý; with, ,'he c(,ntrol of a second-

order dynamic process whose differential equation I%

d2c c
+ Olt) L + 4citI - 401t), 16- 1-

dt dt

The perameter off) Ia asnumed t, vory between 0 and 1 In w sewtrkih

mAnner ei a frequency of 0.08 cps as shown in Fig, 6-9.

The predictor In designed under the soew aseumptiona ca for the

firt '-or, r dynamic process and Is given by Fo. 6-5.

The results of Swction 5.3 IndIcate a four-term approximation of

MM~,

mt ;- ;kPkitI 16-.15

Is needed to give adequate control. Both a four-term and a three-ntrm

approximation ore use4 to obtain a comparison betu|en their abilities

j to give adequate control. Since the analysis of Section 5.3 Is valid

for the shorter control Intervals. It Is to be expected that nelither

approrlmation will be adequate for control Interval lengths greeter then

Svc,
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For the four-tewr approximation of mit) data were obtained for
T 7 p y sec. and Ao = 4, .. 9, 10. The results Oor these values

... .... .... . ...., ...... , , ,u r, . u-10, 6-10' , 5-i2,

and 6-13. Fig. 6-11 Is presented to Illustrate more clearly steady-atate

11 3adaptability for T - a, Z, and - sec.

Figs. 6-10 and 6-11 clearly Indicate the improved steady-state

adoptability for decreasing T and Increased X at The adeptive capability3

Is, however, completely lost for T , w sec. This Is attributsd to two

factors. First, as mentioned above, the four-term approximation of mit)

is valid only for, the shorter control Intervals. Second, the dynamic

process Is known to become unstable during the course of Its parameter

variation. Thus, in the vicinity of this unstable state, the frequency

of adaptation must be fast so that the process being controlled has Ives

time to manifest Its instability before correction occ., rs. Since the

parameter drifts between Its extreme In 6.25 sec. IFig. 6-9) *nd the date

of Fig. 6-10 indicate the control interval must be less then sec. to

keep the output from drifting more then 205, this means the contro! Inter-

val length must be chosen so that permeter drlft is les then or equal

to 65 per control Interval.

The ,ronsient dota also Indicates a trend toward Incontrollablllty
3

for T sec. with the four-term approximation. Examination of the rise

tima data of Fig. 6-12 without reference to the per cent overshoot data

of Fig. 6-13 woul lead one to believe that transient responue Improves
3

with Increasing T. However, for T:b W sec. only the system soiploying

X o 4 can be considered to give satisfactory step response If it is
deslrcl that per cent overshoot be kept below 200. In fact, Fig. 6-13

clearly denotes a rather sharp degradation of control for T> sec. A

comporlson of Fig, 6-5 fo,' the first-order process with Fig. 6-13 for

:
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the second-.order process points out the need for a contrnl Interval length

J sec., for satlsfactnrv tranzlant ronnn. nn, fanv hh . ...

figure amounts to letting the parameter drift 4% bs•twen adaptation points

ftr the confrol of these dynamic processes.

A typical step response for one of the better beheved systems using

a four-term approximstion of m(t) with ho a 8 and 'r - to control

the socond-order process Is shown in Fig. 6-14. The parameter vwar-ation

mitl is shown to indicate the behavior of the process parameter durlng the

transient.

The step response for the same systm using the aes" value of o ",
3

but a control Interval three times as long, T - sec., in given In Fig.

6-15. The quality of the response has clearly degenerated as a result of

tripling the Inort-I tl;h. Not only il the per cent overshoot large,

but the ripple in the output after the transient has subsided IL of the

order of 55.

A typical response for a statistical signal hoving a spectrvm of

the form of Eq. 6-4 Is shown 'In Fig. 6-16 fcr 0o 10 and T - sc*

The smoothing Introduced by the second-order process is much greater

then that for the first-order proce3s and the former system Is only able

to follow the slower, well-defined variations In cot). Even for the

slower varaltions In ca(t), the response citi logs by approximately four

control intervals.

In order to show the Inedequacy of the three-term approximation of

mit) and to obtain a comparison with the four-tfrm epproximation, experl-

ments I end 2 were repeated for the second-order coas using the three-

term approximation

2
mit) I "kikt). 96-16)1L,.0
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The date .jrq ioown in tk.. 6-1l 7, A~i 1 .- rA..

F.T sezc. '),ceui 1ht resulting systems were unstable. Despi te the

_n reasonable bt.iaelor oi the steady-state adoptability and the rise time

characteristics, the lack of conitrol for the three-term approximati-on Is

brought out clearly by tho per cent overshoot characterlstic4. Nonie of

the systems Investigated exhibits a per cent overshoot for a stop Input

!eon~ than 35%. In miost cases there was a tendeoncy of the system to become

unstable for transient Inputs. It Is clear that on the basis of transient

response, the three-term approximation I* completiely inadequate even for

the shortest control interve'i length, T -sec. A comparison of the per

cent overshoot for a step Input for the three-terni end the tour-term

approximation& Is given In Tablo 6-1 for T S* sc

6,41 5u nry and Conclusions

A number of risponso characteristics were found to be commnon to the

two systsms Investigated. The most Important of those Is the continued

Improvement of performance with decr-easing control Interval length. This

feature was anticipated theoretically and found to be limited in practice

by the Information handling capabilities of the components used In the

time-varying gain generator and~ the controller.

For the sawtooth type of perw'eter variations used It Ia, found that

adequate control of both processes, Is realized by choosing the control

Interval length T such that the p-ucess parameter drifts by no more

than 4% per cvntrol Interval.

The factor X .governs the relative weighting of system error andI control effort. It wesi found that steady-state adaptobiiity Improves with

Increasing X0.*Hence, as X0Is Increased, the controller plaes more

emiphasis an system error than on control ef fort, end therefore, has 194s

regard for the problem of saturation.
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-" I'irs o7talned here Indicate the method presented In SectionL5.3 for *stlmatlrna the numb: ni t-wn.,, . ... --r *:d., , TStatement that the method Is valid only for the faster adaptation fre-

quencies has also been substantiated,

IL

IN.
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CHAPTER 7

CONCLUSIONS AND RECOWENuATIONS

7.1 Sum-aery of Results

This work has presented the development and Investigation of a new

class of control system* termed predictive adaptive controls. The develop-

ient was based on th: assumptions of prediction, Interval control, and

synthesis of the control variable by a sum of orthonormal polynomials In

t. The optimization procedure led to the formation of a family of control

laws from which the synthesis of the optimum controller was specified.

It was shown thai while the transfer function of the controller could not

be derived In practice, a quasi-linear modol of the con~troller could be

used to obtain a semi-quantitative stability analysis.

Predictor design was presented In terms of the clnbslcal Wiener-Lee

theory, end relationships for co6trol Interval length In ferms of predic-

tion accuracy were deveicped. Preiinery controller design was considered

from the viewpoints of system errjr 4elghtlog factor, cifrol Interval

length, and the number of ferm* needed In the orthonormal polynomial sum

approximation of the control variable. A sethod for obtaining an engineer-

Ing estimate of the latter quantity was devc~oped end Illustrated by three

examples, two of which were Invosollgwed experimentally.

(rontrol of fiar-order end socoid-order dynamic processes was inves-

tigated on an analog computer. Three basic experiments which evaluated

the steady-state adeptablity, tranie|nt response, and the statistical

sIgnel response of the two •stams In the proesnce of extreme parameter

variations were performed. In goneral, It was found that all three

aspects of performer w iuproved with decreasing control interval length,

but that the minima value a. interval length which could be used was

I
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limited by the accuracy of tht time-varying gain wndi conyroller ci-cultry.wi
Improved performance which could be obtained by Increasing the system

•rrcr ;vd-- eu by ihe usetul linear range of the

dynamic process Input. For the two systems Investigated it was pointed

out that the controi Interval length should be chosen sG that the process

parameters do not drift by more than 4% per Interval In order to assure

adequate control. Theoretical results pointing to the need for keeping

the control Interval length short to preserve stability, prediction eccu-

rocy, end loss of control due to process parameter drift were substantisted

by the simulation results.

Investigation of the number of terms needed in the control variable

revealed that the four-term approximation was adequate for control of a

second-order prociss whereas the three-term approximation was not. This

result was anticipated by the preliminary design of the controller.

One of the unique features of the class of adaptive controls present-

ed here was that explicit evaluation of the Index of performance in order

for the controller to effect a control policy was not necessary. The

ys4tl•, %;u 4-.f uAeuie a hunting procedure to perform system optimization.

Instead, the optimization was performed directly by generating time-

-srying gains. The time-varying gain circuitry required as Its Input
the unit Impulse response of the dynamic process being controlled. This

Information must be supplied by a suitable Identification procedure.

Hence4 It Is clear that the decision step was built Into the controller

from the optimization of the Index of performancoe from which the control

laws were specified.

7.2 Recommendat ions

A number of interesting problems which merit further research have

arisen as a result of this work.

.....................................................................

C



rho Index of perfornmnce us-,?d to develop the clsass of controls In-

vestigea'ed In thli research dealt with process optimizatlon over the

lnwrdl|• hfuture, lIe., the Interval [0,T]. This approach may possibly

be extended tn include en opilrizantion over the entire future by a slight

alteration of the indeQx of performance. The oiew index of performance

would assume the form

Iz, ( [f IE t1 - cOt + mn21M3}dt (7-1l

for n a 0, 1, ... , where T is the control interval length. The optlml-

"zmtion would then deal with specifying the controller to generate the

control coefficients "
1 

of

n it kPt) (0-161

kmO

at each sampling lnstent, 'r'- nT. Control Ii still executed on e per

Intervr be"*is but the coefficliens mk speciflod at each sampling or

adeptatilon point would be optbnaum for, all time In the future Instead of

only for, the immedlelte future [O,T]. One of the problems associated

with this new fornu ovlton Is prediction of system error, [colt - cit4.

Since prediction accuracy usually becoae poorer as the pradiction In-

larval Increases, it iviy be advisable to place an erbitrary weighting on

the pretdfction operation In tvt.ch the distant future Is weighted less

heavily thent the imutwediate future.

Another probleri worthy of consideration is the chokce of the class

0 polynomials used In tho.control verlebie i(ti given by Eq. 3-16.

ThLegendre polynowiii!i .,ere rhosen for this research primarily because

they erg p•l~ynmlelsl In t, Therefore, tihe resulting control signal woo

Itself s polyfueial lIn t which Is a c-omaon type of driving signal for

*y are- s '- na"isia in '• t.Thrfoe th reutn coto•iga
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PrtC Fz.. 3i& 5Tai sgnais ot cour~e, the mk wei -. random

variables. In gereral, there exists no method for chaoo•ln thp ra~t-,.I

class of polynomials which would be optimum, in some prescribed sense,

for a given application. Some work has been done by Leo [33] on the syn-

thesis of networks in terms of orthonornal polynomials, and more recently,

some new results In the representation of signals have been presented by

Lener [34]. However, very little effort has been devoted to the develop-

meot of criteria for optimum synthesis of signals or classes of signals

especially as applied In control systems.

The stability analysis given In Section 4.3 Is restricted to systems

employing a one-term approximation of the control variable. Hence,

further work Is needed to determine more precisely stability requirements

I for the more general class of systems which use an N-term (N- 11 approxi-

m{tion of the control variable.

Finally, a comparison of the class of adaptive controls developed

here with equivalent non-adaptive systems would be desirable. The non-

I adaptive system could be designed by classical methods [5] for the naml-

nal values of the dynamic process parameters, and the response character-

istic& of the resulting system Investigated for the extrema of the process

parameters.

' , .
_____________•___________________.___________ .- mv W f

Si
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APPENDIX A

A CLASS OF ORTHONOIAAL POLYNOMIALS

In this research the optimum control varlabit was approximated by a

wm of polynomials in t

mit) W mkPkiti IA-1)

k-O

for 04C t4; T where the pk(t) are the polynomials. dy making the poly-

nomials orthonormal over the interval [0,T], considerable simplification

resulted In the final control equations. The orthonormal property of the

polynomials Pk(t), k a 0 1, *..0 Is given by

T 0 k#n
Pklt) Pnlt) dt 1 kan (A-2)

"wiere Pk(tl is a polynomial in t of degree k,

The claos of polynomials satisfying Eq. A-2 and forming a complete

orthonormal system with respect to functions integrable on [0,T] Is the

close of Logendre polynomials 1"]. The Legendre polynomials are usually

defined on the interval [-1,1], but, by the change of variable

t -- (A-3)
T

where t' In the independent variable of the original polynomials, become

the class of polynomials needed in this work.

Making the change of variable Eq. A-3 in the original Logendre poly-

ncolals, the Pkhtl are given by the relation

P It) I r It) IA,,4)
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foe OgtAT where the flrst six Pkltl are

J Polt) a I

II T; : :: :
P lt! . L2 t2 _6t+I

2 T2  T
(A-5) _

p ,t,-T.2LO t3- _T3 t2 +-12 t- _,

70 t4 140 t 902 20
P4It) T I T÷ t 1

P~t*252 5 630 ,4 560 .3 210 ~2 30t-PSt l t 5-• t - T---r t4 + Ty 6 t3" t + T 30t" "

Eql. A-5 are plotted In Figo. A-1, A-2, end A-3.

I

I
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APPENDIX a

GUARANTEE OF OPTIMLU SOLUTION

Strictly speaking, the solution of the set of equations given by

Eq. 4-7 merely produces a stationary value of the index of performance,

Eq. 2-4. Intuitively, If a solution exists, It would seem that It must

render Eq. 2-4 a minimum since the latter equation can be made a maxi-

m by choosina the ok arbitror! iv l'rge, for -h sake of completeness,

however, en analytical argument Is presented below to show the mk of

Eq, 4-7 do minimize the Index of perfonmance.

The requirement that Eq. 2-4 be a minimum is

S2 X • 0(5-1)
"b 2

for k = 0, 1, o*.., N.

Differentiating Eq. 4-7 with respect to mk gives

mk 2 - k- L Pk(r'l wlt,'7) d+']O dsok

X t•- pk (r ) wlt,? 1 d r dt + I
T t r 10

for k 0 ,. 1, *..4 N. l
From Eq. 4-4

tL

it) pWTl' w(t,.Tl dl* (4-41

for 11 0, 1, ... , N.
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Hence, substituting Eq. 4-4 Into Eq. 8-2 yields

2~d T t1
2 = )kItj PkV.Y) W(t,'1 d " dt + 1 (1-31

""k 0

for k = O, 1, ,.., N.

Since X (t) :0 w&s specified In Chapter 2, the first term of Eq. &-3

has Ihe property

x•t[ Pk (r) wlt,1'Jd d dt.O t (2--40

0T

Therefore, the right-hand slot of to. 9-3 Is aiweys greeter then

*?ro giving the result

for k 0 0, 1, V.., N and thereby insuring a minImm.

'.

i : ,
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APPWm-nfv r

SL.WRY OF WIENER-LEE PRFODCTION THEORY r•5]

The prediction problem may be viewed as a lInear filterlng problem

as shown In Fig. C-1. The filter Is characterized by Its unit impulse

response h(t), end has an input xit), an output ylt), and a de*ired out-

put z(tl. The filter hit) is to be determined so that the mean-square

difference between the actual output yiNt and the desirod output ziti Is

* minimunm. IP terms of Fig. C-1 the problem In one of finding a phyas-

celly realizable filter hit) such that

-"• t" inim (C-I3
11 t)

where the bar denotes on suereging over all time.

* It has been shown that there exsltz a unique, physically realizable

filter hotlt which will render 72 8MINi [ Chi. 14J. This

[II

; * filter Is determined from a solulin of the Wiener-Hopf equation

h 1 * f )('y I d1 dT1 -j a(r• 0 0 C2

where* (?lVI is the autocorrelation function of the I "ut u(t), and

" is the crosecorreltlon function of the Input aIt) and the deo.

s 'ired response z(tl. Theme two functiona sre deflned by the relatlo me

xlTI V 11 1 t Kit +7'15 dt Mc-3)
2 %T

iT

T.ai --Its t I alt) it. I

MMM
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F II ter+
xt)t)

alt)

Fig. C-1

Block Dlagram for LOnoor Filtering Problem.
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Solutlon of Eq. C-2 can be effected readily In the frequency domain

provided OxxI 7 and 1z") are Fourier transformable. The technique

was developed by Wiener and Is termed spectrum factorizatlon [25' p..3741.

The results are summarlzrd below where oppropriate definitione have been

given to each of the functions used.

The complex Fourier transform pair Is defined by

I cc -Jot
Fis) UY- • fit) dt (C-5)

and

fit) - FloJbds IC6)

-0 +l F"I d

Now, let

ixxW =" complex Fourier transform of Oxx '7) and

ýxzll .- complex Fourier transform of OXZ! •l

Also, let

+x (sl - any factor of Cx hWIwhich contains all the poles

and zero* of CxxIs) whlch Ile In the upper half of the complez plane,

and

* xfoa the remaining factor of 1XX(s) which contains all

the poles and zeros of ýxxsa which lie in the lower half of the complex

planes.

Then, the Fourier trunsform Hoptle) of the optirwi filter holt)

which satisfies Eq. C-2 Is given by

aptIts?) a M ! dt IC-71

2V NX(0
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where

+0 +Jr1•xl 
w

(t) Z *Jwt dw (C-el

In which the complex variable of Integration w Is w u + v with u and v

the Independent real variables [25, p. 392].
This result will now be specialized for the case of pure prediction.

Pure Prediction.

Consider the situation where cftl, which Is the signal to be predicted#

Is relatively free from noise contamination. Then, in terms of the nota-

tion of rig. c-i

x lt) a cit) 9 ¢-9)

Send Wt) a c(t + T) -c: Mt IC-101

where T is the prediction Interwel length. For this coae

Oxx001- c(tl clt +To) (C-I1)

- ccrlr
where the bar denotes the averaglng operation of Eq. C-3. Hence,

xx ,'-12

The Input-desired output croescorreletlon fumtion Is

Cxk I,) -ctt) cot + T 7 T)

nOCC* r+ T?

where the bar denotes the averaging operation of Eq. C-4. This result

gives

-,
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I T+ T) -JO?

MC-1!4)

Hence, the optImuv Wiener prod~ctor Is Oiven by the relations

I4pl t T 0-jet d CIF

where

+ -

+ -,t + Tow
j2 ,vi w) e dw IC-16)

-0+Jr1

Prod ition Errorg.
SBeceu. t~.s entire adiiptallon process I* based on the predicted

error signal, en analyuis of prediction accuracy Is a poramount consider-

Ole& In the design of predictive adso;Ove controls. Hence the equations

ne .*uery to determine mean-square prediction accuracy are reviewed below.

toLee , pw 429] has shown that the mi nimum meen..equare error for the

optimum Wiener fllter given in Eqs. C-7 and C-8 Is

, -it)lot - - If d C-17)

0 Ox0

Iwee f' it) io given by Eq. C-8 snd ýXv)Is the Val"e of the auto-

correlation function Oxi'rl for a. 0. For pure prediction with pre-

diction Intbrval length T, Eq. C-1. becomes

! 7 :j;_____



S~~where pt + !÷T1 Isl tOlive by 1Eq, C-16 andl 10i) 1A the Yalu* oft the aiuto-

c orrelation fun~lon OC€(7 I for or . 0, Aftter a chanpt of variable Ira

the oftond tam, Eq, C-19 b!•eome

(OR - T) dtý (C-191

Sha beelion chown for, P. 4U] thht

OC©lO1 -i tp • 2( tj dt ICl-20)

Hence, substituteng Eq. C-20 Into Eq. C-19 gives
YO~ y02 - (t) dt (-1

4kc~1 r -tf In:9 ie I-

for pure prediction whore )P#Mti Is given by Eq. C-16 for T , 0.

. ._



APPENDIX D

DESCRIPTION OF EXPERIMENTAL APPARATUS

The results presented In Chapter 6 were obtained using the Berkeley

EASE Model 1032 Analog Computer and standard simulation techniques,

'hs operations of resetting the integrators and of sampling were per-

formed with relays. Two 650 ohm DPST relays which were driven by the

traiselisor circuit of Fig. D-1 were used to drive two larger relays whose

contacts ware used for resetting and sampling. The control Interval

length wee changed by varying the frequency of the square wave input to

the transistor drive circuit. The reset operation was then achieved by

using a pair of relay contacts in serlis with a 1000 olm resistor bvtwoe'

grid and output of the Integrator. The gain of the reset lntegretor shown

Is teed. This Is needed to compensate partially for the at#in~uation lo

the multipliers since the output of each multiplier Is 0,01 times the pro-

duct of the two Input signals, In order to simplify the computer diagrams

given below, reset Integrators will be shown as conventional Integrators

but will be marked Oreset".

The sample end hold circuit used Is shown in Fig. D-3, A second

pair of contacts which are normesly closed were used to provide proper

sequencing no that the output of the reset integrator was sapled before

the Integrator was reset. The Interconnection of relays and contacts Is

shown In Fig. 0-4. Because R1 is energized first, the samplIng circuit

Is closed Just as R2 is energized. The pull-in time which R2 requires

to close the reset contacts Is long esough so that sampling Is completed

before reset occurs. To simplify the complete simulation diagrams further,

the sample and hold circuit will be Indicated by a block where It is under-

stood the circuit In the block is that of Fig. 0-3.
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- 24 volts
T Honeywell

5 ,.f d Transistors
Square 1Rea

Rela
10 K R "-

- 24 volts

+ a volts

Fig. 0-1

Transistor Drive Circuit.

Relay

Contact I K

1 mfdo

100 K

Fig., D-2

AMat Inteogrator.
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100

0.01 mfd.

Fig. .-3

Sample and Hold Circuit.

-~ - •Reset Contacts

-- Sampler Contacts

+ 24 s

.. Drive "

.2R

Fig. 0-4

Ititerconnectlon of Relays and Relay Contacts*

K K
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In order to avoid exceeding the frequency response limits of the re-

lays, the systems simulated were time scaled to operate at 1US of real

time. That Is, If t Is real time end 7' Is simu•ation time, the relatlon

between the two time scales Is t -

The polynomial generator used In given In Fig. 0-5. Since the first

polynomial polyI' ;s a constant, It Is supplied Id the first channel of

the contr'oller by # gain adjustment.

The controller for the first-order dynamic process using a two-term

approximation of the control variable is shown In Fig, 0-6. The one-term

approximetlon Is obtained by breaking the upper channel it the Input io

the suming amplifier.

The complete simulation diagram for control of the first-order process

Is given in Fig. 0-7. The Identification operation is simulated by using

a N3del Identical to the process. The parameter of the model and the

process are driven by the some source with the output of the model as the

Input to the time-varying gain generator. The controller, given In Fig. 0-6.

Is Indicated as a block with Its external inputs -10K 0 11'), -10K1 I '1 , and

-1Op 1 (,C'l. As mentioned above, the extra factors of 10 are needed to

compensate for multiplier attenuation.

The time-varying gain generetor and the controller for the second-

order' dynonlc process with a four-term approximation of the control vari-

able are given In Figs. D-8 and 0-", respectively. A model of the dynamic

process Is gaein used to simulate Identlfication.

With the polynomial generator, timo-varying gain generator and con-

troller Indicated by blocks, the cmlete second-order system seiumes

the tom of Figl 0-10.
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Polynomsial Generator.
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